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Experimental Research in Financial Accounting 

1. Introduction 

Financial accounting research is a broad field that examines financial communication 

between managers, auditors, information intermediaries, and investors, as well as the effects of 

regulatory regimes on that process. Much of this literature focuses on managers’ and auditors’ 

reporting decisions and their relationships to analysts’ forecasts and value estimates, investors’ 

trading decisions, and resulting market prices.   This clear focus on judgment and decision 

making led to the large number of experimental financial accounting studies published in major 

accounting journals in the 1960s and 1970s.  

Serious criticisms of this early research (e.g., Gonedes and Dopuch 1974) turned 

experimentalists’ focus away from financial accounting issues in the 1980s and early 1990s. As 

discussed by Maines (1995) and Berg, Dickhaut, and McCabe (1995), major elements of these 

criticisms were: (1) the irrelevance of individual behavior in market settings, in which 

competitive forces will eliminate individual “errors,” (2) poor matching of research methods to 

research questions, (3) the lack of psychological or economic theory to predict effects and 

specify the mechanisms through which they occur, and (4) failure to capture relevant aspects of 

the decisions of interest, in particular, decision maker attributes and institutional features.   

Beginning in the mid-1990s, there was a resurgence of experimental research addressing 

an even broader spectrum of financial accounting issues. This paper presents our view of how 

this new literature has addressed prior criticisms, and how it can continue to shed light on 

financial accounting questions. We argue that significant evidence of capital market inefficiency 

has renewed interest in how individuals make key accounting-related decisions and how these 

decisions affect market prices. Recent studies take advantage of the experimentalist’s 

comparative advantage at disentangling variables that are confounded in natural settings and 

measuring intervening processes to draw strong causal inferences. Theories combining 

psychology and economics have allowed experimentalists to specify more clearly the 
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mechanisms affecting individual and market behavior. Finally, most of the new studies focus on 

issues of clear relevance to financial accounting, particularly the effects of decision-maker 

knowledge and motivation, the complex information environment, regulation, and strategic 

interaction.   

This paper is aimed primarily at those who plan to conduct financial accounting 

experiments, and secondarily at other financial accountants who are interested in what can be 

learned from experimental studies. Our primary goal is to use recent experimental studies of 

financial accounting to illustrate our view of how such experiments can be conducted 

successfully.  The core of our view is that successful financial accounting experiments use the 

comparative advantages of the experimental approach to determine how, when and (ultimately) 

why important features of financial accounting settings influence behavior.  By elaborating on 

this view, we hope to increase the impact of future experiments and help the new literature avoid 

the mistakes and fate of the earlier literature. We do not provide an exhaustive review of the 

literature, nor do we provide detailed critiques of particular studies. Instead, we focus on how 

particular examples illustrate successful use of experiments to address important financial 

accounting issues.  Our examples include and integrate experiments that fall into both the 

“behavioral” and “experimental economics” literatures in accounting.1  Although these 

literatures evolved from different traditions, we see them as essentially similar—both use 

experiments to shed light on financial accounting issues, and therefore both present similar 

opportunities and challenges to researchers. Naturally, our review is also deeply affected by our 

own biases and the financial accounting issues that we have been addressing in our own recent 

research. 

In section 2, we describe in more detail how changes in views of market efficiency, 

reliance on the experimentalist’s comparative advantage, new theories, and a focus on key 

institutional features have allowed recent experiments in financial accounting to overcome the 

                                                 
1 See Haynes and Kachelmeier (1998) and Moser (1998) for recent discussions of the integration of the behavioral 
and economic approaches to experimentation. 
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criticisms of the earlier literature.  In section 3, we describe how specific streams of experimental 

financial accounting research have addressed questions about financial communication between 

managers, auditors, information intermediaries, and investors, and indicate how future research 

can extend those streams.  We focus particularly on (1) how managers and auditors report 

information, (2) how users of financial information interpret those reports, (3) how individual 

decisions affect market behavior, and (4) how strategic interactions between information 

reporters and users can affect market outcomes. While we address studies of auditors in their 

financial reporting role, to limit the scope of the review, we do not address issues related to the 

demand for and conduct of auditing. We also do not address studies of creditors’ decisions, 

which have received little attention in recent financial accounting experiments. 

In section 4, we discuss how experiments can be designed to be both effective and 

efficient.  We use the “predictive validity framework” (Runkel and McGrath 1972; Libby 1981) 

to structure our discussion of maximizing effectiveness through careful hypothesis development 

and research design.  Our discussion of efficiency focuses on the consumption of scarce 

resources, such as subjects and compensation to those subjects. We conclude in section 5 with a 

brief summary of our main points. 

2. Factors Affecting the Supply and Demand for Experimental Financial Accounting 
Research 

In this section we examine four interdependent factors that have mitigated concerns 

raised about the earlier experimental literature and promoted recent progress in experimental 

financial accounting research: changing views of market efficiency, recognition of the strengths 

and weaknesses of experimental methods in addressing financial accounting questions, the 

availability of new theoretical bases for the research, and a more detailed view of the institutional 

features of financial accounting settings. We discuss each of these factors in turn. 

2.1. Changing Views of Market Efficiency 

Much of financial accounting research in the 1960s implicitly assumed that some 

investors’ failure to adjust fully for the effects of accounting method choices would affect 
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allocation of resources in the economy and disadvantage these less sophisticated investors in 

their exchanges with more sophisticated investors (see Maines 1995 for a review).   A series of 

papers in finance (particularly Fama 1970) persuaded many accounting researchers that if just a 

small fraction of investors are sophisticated enough to respond appropriately to accounting 

information, they will compete among themselves to set security prices equal to their expected 

values.  As a result, the market becomes a “fair game” in which even unsophisticated investors 

are protected by the informational efficiency of prices.2 This research led Gonedes and Dopuch 

(1974), among others, to argue that experimental research on individual behavior could have 

only limited importance for financial accounting. 

In the late 1980s and 1990s, however, numerous studies reported market inefficiencies.3 

One line of research provides direct support for the assumptions underlying early financial 

accounting research: accounting policies affect pricing, even when they have no true economic 

effects (e.g., Hand 1990; Vincent 1997; Andrade 1999; Sloan 1996). Another line of research 

indicates more generally that fundamental analysis of public financial statement information can 

lead to higher stock returns (e.g., Ou and Penman 1989; Lee, Myers, and Swaminathan 1999; 

Frankel and Lee 1998).  A third line of research suggests that even sell-side analysts—generally 

recognized as among the most sophisticated users of financial statements—are predictably biased 

(DeBondt and Thaler 1990; La Porta 1996; Dechow and Sloan 1997).   

The best-known lines of efficiency research focus on momentum in earnings and prices.  

A voluminous literature on post-earnings-announcement drift shows that markets underreact to 

large earnings surprises (Foster, Olsen, and Shevlin 1984; Bernard and Thomas 1989, 1990; 

Bhushan 1994; Ball and Bartov 1996; Brown and Han 2000).  Another literature, primarily 

published in finance journals, shows that after adjusting for risk, stock returns are positively 

autocorrelated over periods of several months (e.g., Chan, Jegadeesh, and Lakonishok 1996), but 

negatively autocorrelated over periods of several years (DeBondt and Thaler 1985, 1987). 

                                                 
2 Watts and Zimmerman (1986) also provided particularly influential arguments. 
3 See Fama (1998), Kothari (2000), and Thaler (1999) for more comprehensive reviews of this literature. 
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The literature on market inefficiency is controversial, and many of the papers alleging 

inefficiency have been criticized on methodological grounds (see Ball 1992; Fama 1998; and 

Kothari 2000).  Nevertheless, many researchers now doubt whether markets satisfy the 

requirements of the semi-strong form of the efficient markets hypothesis (that markets respond 

efficiently to all publicly-available information), or even the weak form (that markets respond 

efficiently to information contained in past market prices).  Even some of the most skeptical 

seem to be convinced that post-earnings-announcement drift is not simply an artifact of research 

design (Ball 1992).  Recent research on efficiency has also led theorists to examine how the 

assumptions underlying the efficient markets hypothesis might be relaxed to account for archival 

results. (We discuss these models more in section 2.3).  As a result, experimental researchers can 

more easily argue that individual behavior can be an important element in determining market 

behavior, even in the presence of competitive forces. 

2.2. The Comparative Advantage of Financial Accounting Experiments 

Earlier financial accounting experiments typically sought to determine whether specific 

accounting policy choices would affect investors’ decisions. Answers to such research questions 

call for estimates of the magnitude of an effect (or error) by representative actors in 

representative circumstances, a task ill suited to experiments. Such a task is more appropriate for 

archival-empirical research, which examines large representative samples of naturally occurring 

phenomena.   

More recent experimental research strives to use experimentalists’ comparative 

advantage to focus on disentangling the effects of variables that are confounded in natural 

settings and determining under what circumstances and through which processes specific 

phenomena arise.  Experiments are well suited to this task because they construct their own 

research setting.  In a constructed research setting, one can manipulate the independent variables, 

control for other potentially influential variables by holding them constant or through 

randomization, and measure the intervening processes (such as information search or the path 
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players take to equilibrium outcomes in strategic settings) and mental states (such as knowledge, 

beliefs, or confidence) that affect final outcomes.  This allows an experimentalist to disentangle 

the effects of variables that are confounded in the environment to draw strong causal inferences, 

and to test the effects of conditions that do not yet exist or do not exist in sufficient quantity in 

the natural environment (Libby and Luft 1993).  Experiments testing how and why (rather than 

whether or not) financial accounting phenomena occur can be based on theories of 

psychological, economic or institutional processes.  We discuss these theories next. 

2.3. Theoretical Advances in Psychology, Finance, and Economics  

Earlier experimental research was criticized for the lack of psychological or economic 

theory that specified the mechanisms through which effects of accounting disclosures would 

occur. Recent experiments in financial accounting can rely on well-developed psychological 

theories of judgment and decision making4 that were in their infancy when the studies reviewed 

by Gonedes and Dopuch (1974) were conducted.  Recent research can also rely on economic 

models that describe more carefully when and how equilibrium outcomes arise. 

The major idea underlying much research on judgment and decision making is that 

decision makers are boundedly rational (Simon 1957).   Decision-makers often have limited 

information on which to base their judgments and decisions, limited ability to retain and retrieve 

that information from memory, limited ability to process and use that information, and limited 

insight into their own decision processes and future preferences. Studies over the last 25 years 

have focused on how various attributes of human cognition determine exactly what humans do 

well and what they do poorly. A number of their findings have influenced recent thinking in 

financial accounting and the study of financial markets. 

Many decision-making studies emphasize the role of heuristics (Tversky and Kahneman 

1974). Heuristics are simplified decision rules developed to deal with complex situations. These 

                                                 
4 Syntheses of the key constructs or ideas that drive psychological theories of judgment and decision making have 
been provided by Carroll and Johnson (1990), Hogarth (1993), Bazerman (1998), and others.   
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heuristics are efficient and often work well.  But in some circumstances they may lead to 

systematic biases such as over- and under-confidence in judgment (Griffin and Tversky 1992) 

and misperceptions of the covariation between signals and events (Lipe 1991), which can 

systematically affect the manner in which individuals react to financial accounting information 

and the manner in which that information is impounded in prices. Learning to overcome biases is 

difficult because of the uncertainty and poor feedback inherent in complex environments.  Often 

what we learn from experience is not valid (Einhorn 1980).  

The importance of (imperfect) storage and retrieval of information from memory has also 

been recognized in recent financial accounting experiments. Some of these studies rely on 

models of memory organization (e.g., Smith and Medin 1981) that indicate how knowledgeable 

decision makers efficiently organize and retrieve data. Other studies recognize that memory for 

events is influenced by factors that are normatively relevant, such as their frequency of 

occurrence, and factors that are normatively irrelevant, such as primacy, recency, and contrast 

effects (e.g., Hogarth and Einhorn 1992). Still others recognize that the limited capacity of 

working memory affects our ability to consider multiple factors in making a judgment or choice. 

Consequently, even normatively relevant factors that decision makers are aware of often times 

have limited influence on their judgments and decisions.  

Recent research in accounting and finance also relies on psychological models of risk 

(e.g., Kahneman and Tversky 1979) and ambiguity (e.g., Einhorn and Hogarth 1986) that 

characterize individuals’ responses to risk and reward in ways that deviate from standard 

expected utility theory. 5  This more recent psychology literature provides greater ability to 

predict under what circumstances behavior will be more or less likely to differ from the 

predictions of standard economic theory (e.g., in earnings predictions versus trading behavior, in 

different information environments).  A large literature on social psychology could also be used 

to understand interaction between participants in financial accounting settings.  For example, 

                                                 
5 See Hodder, Koonce and McAnally (2001) for further discussion of risk in financial accounting settings. 
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research related to accountability (e.g., Te tlock 1992), motivated reasoning (e.g., Kunda 1990) 

and group decision processes (e.g., Yetton and Bottger 1982) has significantly influenced 

auditing studies. 

Other financial accounting studies use advances in financial economics to test the 

assertion tha t biased traders will be driven out of the market through systematic trading losses. 

Some of these models focus on how biases might influence market outcomes.  For example, 

Barberis, Shleifer, and Vishny (1998) use psychological models of how people perceive random-

walk sequences in a model with a representative investor.  Daniel, Hirshleifer, and 

Subrahmanyam (1998), Gervais and Odean (1997) and Odean (1998) incorporate overconfidence 

into trading models.  Other models focus on forces that keep unbiased traders from exploiting 

price errors. For example, De Long, Shleifer, Summers, and Waldmann (1991) show that traders 

who respond irrationally to irrelevant information (“sentiment”) create enough noise in prices to 

keep rational traders from exploiting the resulting price errors.  Fischer and Verrecchia (1999) 

and Kyle and Wang (1997) show that overconfidence, although irrational, can actually give 

traders higher payoffs than their rational compatriots. These results make it difficult to argue that 

some form of natural selection will eliminate irrational traders in dynamic equilibria, and provide 

accounting researchers with specific models of how and when individual biases might influence 

market prices.  

Experiments focusing on game theoretic models of financial accounting settings can now 

rely on new economic models that move beyond the traditional equilibrium view.  Rather than 

simply identifying an equilibrium and assuming that it will occur, many economists have 

examined in detail what assumptions about rationality must be satisfied for equilibria to have 

predictive power (Bernheim 1984; Pearce 1984; Tan and Werlang 1988).  Other models have 

examined the process by which equilibria are achieved, using either psychological theories based 

on behaviorism (Herrnstein and Vaughn 1980) or evolutionary theories of natural selection 

(Maynard Smith 1982). In a similar vein, Gode and Sunder (1993, 1997) used such ideas to show 

that “zero-intelligence” traders, who do nothing more than avoid obviously horrible strategies, 
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can achieve efficient security allocations in some markets.  By focusing on processes by which 

equilibria are achieved, these studies provide indications of when equilibria will and will not 

predict behavior in financial accounting settings.   

2.4. Key Institutional Features of Financial Accounting Settings 

Most early experimental studies in financial accounting took relatively narrow views of 

financial accounting institutions.  They typically focused on the set of rules governing how 

accounting information could be reported in financial statements, implicitly assuming that 

reporting choices (and interpretations of those choices) were made neutrally, rather than being 

influenced by the incentives of a strategic manager or auditor.  Early studies also implicitly 

assumed that responses to financial accounting information would be independent of the 

expertise or incentives of the user, and that interactions among users and reporters would not 

alter outcomes. 

Consistent with the advice of Libby and Luft (1993), recent experimental research in 

financial accounting has considered institutional features more broadly, and has also focused on 

the interaction between individual and environmental characteristics.  Two key individual 

characteristics are the knowledge and motivation of information reporters and users.  These 

determine the parties’ goals, and how they use financial accounting to achieve those goals.  Key 

environmental characteristics include the complex regulations governing reporting, the existence 

of financial markets, and the strategic interactions between reporters and users, as well as 

between different sets of users.   Regulations determine the set of choices open to managers and 

auditors, and may also determine the results of those actions (e.g., lawsuit outcomes).  Financial 

markets affect how individual decisions result in aggregate market outcomes, such as stock 

prices, liquidity and trading volume, and may also determine wealth transfers among different 

sets of investors. Strategic interactions capture the intertwining of the incentives and actions of 

the many parties to financial accounting decisions. Financial accounting settings include 

managers, auditors, investors and information intermediaries (analysts and the press) who may 
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all interact strategically. Managers and auditors negotiate to determine the contents of the 

financial statement and audit report.  Investors draw inferences about managers’ and analysts’ 

information and incentives from observing reports.  Managers may choose reports in an attempt 

to “fool” investors, but the investors may be able to anticipate these attempts.6 

Focusing explicitly on individual and environmental characteristics allows experimental 

researchers to shed light on how and when experimental results will generalize to target settings, 

and also indicate how variations in these institutions will alter behavior.  In this way, an 

institutional focus helps researchers to exploit the comparative advantage of experimentation. In 

the next section, we describe how specific streams of experimental financial accounting research 

have done so, and indicate how future research could extend those streams.   

3. Key Financial Accounting Questions and Experimental Evidence  

The goals of the literature that we review are similar to those of the broader financial 

accounting literature: to increase our understanding of the financial reporting process and its 

effects.  While all of the studies that we examine share the same general goal, they focus on 

different elements of the interactions of boundedly rational managers, auditors, information 

intermediaries, and investors. These differences in emphasis led us to divide the studies into four 

related categories described by the following questions: 

1.  How do managers’ and auditors’ incentives and financial accounting regulations 

determine how they report events? 

2. How do knowledge of accounting regulations, managers’ incentives, and the information 

content of accounting reports affect users’ (investors and information intermediaries) 

interpretations of accounting reports?  

3. How do individual responses to information affect market- level phenomena?  

                                                 
6 Financial accounting information is also used for contracting and stewardship purposes, but that has not been the 
focus of significant experimental research. 
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4. How do strategic interactions between reporters and users of information affect reporting 

and market outcomes?  

We focus primarily on papers published since the publication of Maines’s (1995) review of this 

literature. 

3.1. How do managers’ and auditors’ incentives and financial accounting regulations 
determine how they report events?  

Reporting performance is fundamental to financial accounting.  Discretion provided by 

financial accounting regulations, coupled with the inherent subjectivity of much accounting 

measurement, allows managers some flexibility to opportunistically report or manage earnings.  

Consequently, much archival and experimental research has focused on this area.   

Archival studies typically examine opportunistic reporting by identifying whether 

earnings or accruals differ from expectation in a manner favored by managers’ incentives (see 

Healy and Wahlen 1999 for a review).  While these studies have demonstrated numerous 

instances of apparent earnings management, their conclusions are sometimes criticized because 

of methodological difficulties, including poor incentive proxies, misstated discretionary accruals 

models, or potential omitted variables such as operating choices that have non-earnings-

management rationales but that affect discretionary accruals (Dechow, Sloan, and Sweeney 

1995; Bernard and Skinner 1996).  Also, archival studies of earnings management focus on post-

audit financial statements that are a joint product of the negotiations between managers and 

auditors, which makes it difficult to distinguish the separate contributions of managers and 

auditors to earnings management or to determine how managers’ and auditors’ separate 

incentives influence their reporting and attesting behavior (Nelson, Elliott, and Tarpley 2000).  

Experimental studies avoid these problems by manipulating incentives and assessing 

treatment effects rather than attempting to measure unexpected accruals, and by holding constant 

task characteristics that create potential omitted variables problems. Experiments can examine 

managers’ and auditors’ judgments separately, but can also examine auditor-client interactions.  
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These characteristics of experimental work have led to a growing experimental literature that 

complements the archival work in this area. 

The largest group of experimental earnings-management studies focuses on auditors’ 

incentives and the circumstances under which they allow managers to take aggressive accounting 

positions.  Consistent with the general auditing literature (e.g., Kinney and Martin 1994), results 

indicate that auditors reduce the aggressiveness of financial reports.  For example, Hirst (1994) 

provides evidence that auditors consider management competence and objectivity when 

evaluating management-provided evidence.  Phillips (1999) demonstrates that, after auditors 

receive evidence of aggressive reporting in high-risk accounts, they are more likely to attend to it 

elsewhere, even in accounts they typically consider to be of low risk.  Kinney and Nelson (1996) 

demonstrate a circumstance in which auditors make audit-reporting judgments that are as 

conservative as thought appropriate by even those investors who are evaluating the audit report 

in the presence of negative outcome information. 

However, other studies indicate that auditors are more likely to allow their clients to take 

aggressive accounting positions when the relevant evidence or precedents offer more room for 

interpretation.  For example, Nelson and Kinney (1997) provide evidence that auditors are more 

(less) conservative than users required when the relevant evidence was precise (ambiguous).  

Similarly, Salterio and Koonce (1997) provide evidence that auditors’ treatment of clients’ 

capitalization versus deferral decisions depends on whether the relevant precedents unanimously 

favor one alternative.  When the precedents favor one alternative, auditors follow the precedents, 

but when the precedents are mixed, auditors tend to follow their client’s preference.  Mayhew, 

Schatzberg, and Sevcik (2000) provide consistent evidence in experimental markets.  When 

participants in the role of auditor were sure of the appropriate disclosure, they made that 

disclosure, but as their uncertainty about appropriate disclosure increased, they tended to 

misreport in favor of their client. 

Other studies have focused on the role of specific incentives in auditors’ reporting 

decisions. For example, Hackenbrack and Nelson (1996) provide evidence that auditors are more 
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likely to allow their clients to take aggressive accounting positions if the auditors’ litigation risk 

is reduced, and that auditors justify the aggressive position with aggressive interpretations of the 

relevant financial accounting regulations.  Hackenbrack and Nelson hold constant the underlying 

audit evidence while varying auditors’ incentives and whether those incentives favored accrual 

or footnote disclosure of a contingency, allowing them to infer with high confidence that 

incentives were driving the effects they observed.  Using the same case materials, Kennedy, 

Kleinmuntz, and Peecher (1997) provide evidence that, even when litigation risk is relatively 

high, auditors may tend to take aggressive reporting positions when they can diffuse personal 

responsibility by consulting other experts within the firm. Wilks (2001) provides evidence that 

auditors’ interpretation of evidence and decisions are affected by the views of more senior 

auditors.  Beeler and Hunton (2001) provide evidence that incentives from lowballing or 

management-advisory services affect audit partners’ going concern judgments.  Bazerman, 

Morgan, and Loewenstein (1997) suggest that auditors cannot be independent because of the 

unconscious effect of such incentives, or even because of a sense of auditor-client affiliation that 

occurs through multiple interactions.  However, Dopuch and King (1996) provide evidence that 

competitive pressures can reduce the effect of incentives like lowballing, and King (2001) 

provides evidence that, holding constant economic incentives, professional-group affiliation can 

offset the influence of auditor-client affiliation, demonstrating that offsetting affiliations can 

have offsetting effects on auditors’ independence.   

A smaller group of studies examines how managers’ incentives affect the aggressiveness 

of their reporting decisions.  These studies take two approaches. One approach is to elicit 

managers’ judgments directly.  For example, Cloyd, Pratt, and Stock (1996) gather data from 

corporate financ ial executives at both public and private manufacturing firms.  They provide 

evidence that, when a manager has selected an aggressive tax treatment, the manager tends to 

choose a financial accounting method that conforms to the tax choice in hopes of better 

defending the appropriateness of the tax choice if it is later questioned by the IRS.  Managers of 

public firms were less likely to choose conformity than were managers of private firms, 
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presumably because managers of public firms face more disincentives for making income-

decreasing financial accounting disclosures. 

The second approach is to elicit the joint product of the manager-auditor negotiation 

indirectly from auditors. Three different studies use different versions of this approach.  Libby 

and Kinney (2000) manipulate factors that affect managers’ incentives and ask auditors to 

determine how the audited financial statements would appear.  They provide evidence that 

correction of quantitatively immaterial errors is much less likely if the correction would cause 

the firm to miss analysts’ EPS forecasts (i.e., is qualitatively material), and that the recently 

promulgated SAS 89 has little effect on this behavior.  Gibbins, Salterio, and Webb (2000) 

develop a model of auditor-client negotiation and support their model by surveying auditors 

concerning their experiences negotiating contentious accounting issues with their clients.  

Nelson, Elliott, and Tarpley (2000) survey auditors concerning their experiences with clients’ 

attempts to manage earnings, and provide evidence concerning managers’ incentives for 

attempting earnings management, the financial accounting areas in which managers attempt 

earnings management, and the circumstances under which auditors pass or thwart managers’ 

attempts. 

Overall, these studies provide direct evidence that managers and auditors use the 

flexibility inherent in accounting rules to make disclosures that are favored by their incentives.  

Holding constant amount of flexibility, changes in incentives move disclosure in the direction 

favored by those incentives.  Holding incentives constant, increasing flexibility increases the 

degree to which incentives affect decisions. 

Certainly one direction for future research is to continue examining how managers' and 

auditors' incentives affect their decisions.  In addition, the literature could work more to identify 

the processes through which these effects occur.  To what extent are these effects intentional and 

strategic versus the unintended results of cognitive limitations? Wilks (2001) provides evidence 

that incentives affect decisions more when the incentives are made apparent to subjects prior to 

evaluating evidence, suggesting that incentive effects influence the evaluation process as well as 
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the decisions that result from that process.  Beeler and Hunton (2001) provide evidence that 

incentives affect both the favorability and weighting of evidence, and that auditors believe that 

incentives affect other auditors’ judgments, but not their own.  A fruitful direction for future 

research is to further understand how and when such incentive effects occur. Another useful 

direction is to examine how changes in regulations or other interventions might affect the 

aggressiveness of financial reporting.  For example, Libby and Kinney (2000), Hirst and Hopkins 

(1998), and Maines and McDaniel (2000) provide evidence of recent regulatory changes that do 

not appear to prevent managers from making aggressive reporting decisions.  Cuccia, 

Hackenbrack, and Nelson (1995) provide evidence in a tax context that increasing the precision 

of a standard does not prevent aggressive reporting when the underlying evidence also provides 

latitude for interpretation.  When coupled with evidence of the effect of incentives on reporting 

judgments, findings indicating the ineffectiveness of some regulatory interventions suggest that 

regulators might reduce aggressiveness more effectively by addressing incentives directly via 

changes in penalties.  Alternatively, other approaches like improvements in audit-evidence 

sequencing (Phillips 1999) or within-firm consultation (Kennedy et al. 1998) might also affect 

the aggressiveness of financial reports, by affecting the extent to which auditors discourage 

aggressive reporting. 

Finally, future research could focus more on the interaction among participants in the 

financial reporting process.  Researchers are only beginning to consider the process by which 

auditors negotiate with their clients to produce the joint product that investors consume.  Also, 

the increasing role of audit committees in this process remains largely uninvestigated.  

Addressing these issues via experiments (e.g., Libby and Kinney 2000), surveys (e.g., Gibbins et 

al. 2000; Nelson et al. 2000), and laboratory markets (e.g., Mayhew et al. 2000) appear to be 

useful directions for future research.  These issues are discussed more in section 3.4. 

3.2. How do information users interpret reports, given their knowledge of the regulations 
governing those reports, and their knowledge of the reporters’ incentives? 

Three streams of literature address distinct facets of this question:   
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(1) How do accounting methods and disclosure alternatives affect earnings predictions 

and value estimates of investors and information intermediaries?  

(2) How do investors and analysts use the time-series properties of earnings to predict 

future earnings?  

(3) What determines analysts’ forecasting and valuation performance? 

We discuss each in turn.  

3.2.1. How do accounting methods and disclosure alternatives affect earnings predictions and 
value estimates of investors and information intermediaries? 

The earliest experimental research in financial accounting tended to be motivated by the 

need for evidence to address specific accounting policy debates. These studies focused on 

whether investors and others adjusted appropriately for the effects of accounting methods and 

disclosure alternatives (e.g., Dyckman 1964; Jensen 1966). Looking back on the earlier 

literature, it is readily apparent that the answer to this question is “sometimes.” Some participants 

in nearly every study of this type demonstrate some degree of functional fixation; they do not 

fully adjust for differences in the effects of accounting alternatives on the bottom line (see 

Maines 1995, p. 90, 91). As a consequence, firms that are in identical economic circumstances 

except for their choice of accounting alternatives are sometimes judged to be different.  

These specific policy-oriented studies did little to tell us how the extent of functional 

fixation will vary across types of decision makers or economic circumstances, or what 

psychological processes underlie insufficient adjustments to accounting policies.  Consistent 

with this concern, much recent research has heeded the advice of Maines (1994) to focus on the 

dimensions of disclosure, environmental factors, and processes that determine the degree to 

which appropriate adjustments are made. In response to a recent call for more specific policy-

oriented experiments (Beresford 1994), Maines (1994) noted that “Psychological and 

sociological research may be most productively used to guide behavioral accounting research on 

general issues that underlie many different accounting standards, rather than focusing on issues 
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relevant to only one standard.”  Understanding the effects of these general factors will 

dramatically broaden the relevance of this research.  

Three groups of studies demonstrate progressive refinement in the manner in which this 

research question has been addressed. The first group focuses on the mechanisms through which 

placement and classification of accounting disclosures affect the use and interpretation of the 

disclosures.  The second group explicitly or implicitly recognizes that managers issuing 

accounting reports have their own strategic interests and will report opportunistically, and 

examines how users respond to voluntary disclosures by managers.  The third recognizes that 

analysts’ respond to their own strategic interests and examines how users respond to potential 

relationship induced bias in analysts’ reports. We discuss each in turn. 

General Issues Underlying Functional Fixation. The development of category structures 

in memory plays a major role in allowing expert decision makers to respond effectively and 

efficiently in complex decision environments. In these structures, attributes are associated with 

categories as opposed to individual instances of the category.  An individual instance or event is 

then interpreted based in part on its category membership. This allows for efficient and often 

effective processing of attributes of the environment, but sometimes produces errors when the 

particular instance does not match the typical category attributes well. A number of recent papers 

have recognized that classification issues like the assignment of a financial disclosure to a 

particular financial statement, to a specific subsection within a statement, or to the notes, will 

affect decision makers’ categorization of that disclosure and interpretation of its relevance and 

meaning.  

Existing studies have examined three dimensions of classification. Hopkins (1996) 

examined the effects of classification of items on the right side of the balance sheet as debt, 

equity, or mezzanine financing on judgments of the stock price effects of new financing. He 

found that experienced buy-side analysts who had knowledge of the differential stock price 

effect of debt and equity issuances found in financial economics research responded to the 

issuance of hybrid securities based on their categorization.  When the securities were classified 
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as mezzanine, for which the analysts had no well-defined category, they responded based on the 

attributes of the individual security. Similarly, Hopkins, Houston, and Peters (2000) examined 

issues related to categorization of costs as operating expenses, one-time charges, or note 

disclosure. Experienced buy-side analysts treated the accounting acquisition premium in a 

merger in part based on its classification.  One-time charges and note disclosures were treated as 

less relevant to stock valuation than operating expenses. Finally, Hirst and Hopkins (1998) and 

Maines and McDaniel (2000) examined whether placement of elements of comprehensive 

income on the income statement versus the statement of stockholders’ equity affected the ability 

to detect earnings management and changes in earnings volatility. Information placed on the 

income statement (the primary performance statement) was much more likely to be treated as 

relevant to future performance estimates by the experienced analysts in Hirst and Hopkins (1998) 

as well as by the evening MBA students in Maines and McDaniel (2000).  

Maines and McDaniel (2000) also present the beginnings of a theory of format effects. 

Their theory lists five factors that affect the degree to which investors will rely on a particular 

disclosure in assessments of corporate performance: placement, labeling as income, linkage (to 

net income), isolation, and degree of aggregation. Such a theory holds the promise of allowing 

predictions of effects beyond the scope of individual studies, as Maines (1994) recommends. 

Future research can refine and test the model in other circumstances. 

Other studies identify the stage in the decision process where any failure to adjust for 

accounting or disclosure differences occurs. Following prior credit analysis and auditing research 

(e.g., Abdel-Khalik and El-Sheshi 1980; Bonner 1990), Lipe (1998) uses a series of debriefing 

questions to separate the effects of measurement from weighting.  She examines whether 

investors can accurately assess the variance and covariance of returns in making risk assessments 

and whether they use those assessments in their investment decisions.7 Maines and McDaniel 

                                                 
7 She also examines how they react when market and accounting measures conflict. Her study is unique at this point 
in jointly examining the role of accounting and non-accounting information. It also suggests the possibility that the 
weight placed on normatively relevant information may change with the inclusion of less-relevant information and 
presents a potential explanation for the lack of diversification of individual portfolios. 
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(2000) use a combination of debriefing questions and regression analysis to determine whether 

differences in accessing the information cues, interpreting or measuring the cues, or weighting 

the cues caused their results. They suggest that participants in all disclosure conditions accessed 

and interpreted the cues in the same manner, but weighted them more heavily in the income 

statement presentation condition.  

Another set of studies uses improved theories of functional fixation to define “superior” 

disclosure methods. Early studies only determined if different judgments or decisions are made 

and ignore the issue of determining the superior disclosure method. Many of the newer studies 

specify subtasks necessary for successful final judgments or decisions, such as detection of 

earnings management (Hirst and Hopkins 1998), assessment of variability in underlying “core” 

earnings (Maines and McDaniel 2000), or covariance assessment (Lipe 1998). Alternatively, 

Maines et al. (2000) approach the question of assessing which disclosure method is superior in a 

way similar to the training and decision aids literature in auditing. They suggest that high quality 

reporting methods (1) allow novice decision makers to perform like expert decision makers and 

(2) allow the same decisions to be made as completely disaggregated disclosures. They apply 

their approach in a study of joint-venture financial reporting standards. The approach is 

consistent with the SEC and FASB’s concern for the naïve investor, as well as efficiency 

concerns and Hand’s (1990) suggestion of investor sophistication effects as a partial explanation 

for market inefficiencies. This study, Maines, McDaniel, and Harris’s (1997) study of segment 

standards, and a number of the above-mentioned are motivated in part by a particular policy 

issue of current interest. Again, we believe that their impact is determined by their ability to 

relate the particular policy issue of interest to more general phenomena that inform a wider array 

of policy questions. 

Responses to voluntary disclosures.  The studies discussed above implicitly assume that 

disclosures are generated by a neutral process.  However, managers issuing accounting reports 

generally have their own strategic interests and will report opportunistically. A number of studies 

address how this strategic element affects users’ decisions.  
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The first two studies examine the effects of the form of disclosures. Kennedy, Mitchell, 

and Sefcik (1998) examine how investors interpret the different allowable forms of contingent 

environmental liability disclosure: minimum, best estimate, maximum, or range of the 

distribution.  Experienced financial executive, manager, banker, and MBA student participants’ 

assessments of the distribution of possible losses implied by each disclosure did not match the 

commonly accepted meaning of the terms.  For example, when the “best estimate” was disclosed 

by management, the participants interpreted it as the minimum, and when a range was disclosed, 

the participants’ estimate of the expected value was well above the midpoint of the range. The 

participants clearly believed that managers bias their disclosures downward.8 It also indicates 

that accounting information has different effects on different judgments, in this case, 

management credibility and firm value.  

Hirst, Koonce, and Miller (1999) examine investors’ interpretation of point versus range 

forecasts and historic forecast accuracy on earnings forecasts and confidence in forecasts (which 

they relate to trading). If both of these forecast attributes indicate precision of the forecast, they 

both should affect forecasts and confidence. However, only prior accuracy had an effect on 

earnings forecasts, while both factors affected confidence and trading. This again indicates that 

normatively relevant attributes of accounting information may affect some judgments and 

decisions but not others.  

Libby and Tan (1999) and Tan, Libby, and Hunton (2000) investigate the effects of 

earnings warnings or preannouncements on sell-side analysts’ forecasts of future periods’ 

earnings. Libby and Tan provide a demonstration of the process through which the same 

disclosure can have differential effects on different judgments and decisions. They examine why 

analysts say in the press that they reward firms that warn, yet punish them in their forecasts. 

They demonstrate that this inconsistency results from the simultaneous processing of the warning 

                                                 
8Participants also believed that managers that decided to disclose the minimum were the least credible, yet they 
valued their firms the most highly. This suggests that the accounting standard provides managers with a perverse 
incentive to provide the least informative disclosure. 
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and earnings announcement in answers to press questions versus the sequential processing of the 

same signals in the forecasting setting. Tan, Libby, and Hunton (2000) demonstrate that firms 

that low-ball preannouncements of both positive and negative earnings surprises will receive 

higher forecasts for future period’s earnings, even though the reporting managers themselves are 

judged as having lower integrity and competence. Also, analysts are aware of management’s 

tendency to low-ball the preannouncements, but do not adjust their estimates of earnings of first 

time preannouncers in light of this base rate knowledge. This again indicates that known 

attributes of accounting information do not affect all judgments in the same manner. 

Responses to analysts’ forecasts. Hirst, Koonce, and Simko (1995) and Ackert, Church, 

and Shehata (1997) investigate the effects of potential bias in analysts’ reports on investors’ use 

of those reports. MBA student subjects in Hirst, Koonce, and Simko (1995) expected analysts 

whose employers also provide investment banking services to the company to be more biased 

than those that do not. However, this perceived bias only affected their reliance on the report 

when the report gave a negative recommendation. Similarly, the strength of the analysts’ 

arguments had an effect only for negative recommendations. Ackert, Church, and Shehata (1997) 

extend this study to a multiperiod setting where subjects have the option to acquire forecasts 

from analysts, and also observe actual earnings. Ind ividuals were much less willing to acquire 

analysts’ forecasts that proved to be biased in the past, even when the forecast information was 

useful. Both studies suggest the need to better understand the processes that determine when 

reports from analysts and other information intermediaries will be purchased and relied upon. 

A general picture emerges from the above studies. First, management’s often cited 

(Beresford 1994) preoccupation with the bottom line, and more specifically with potential 

penalties for earnings volatility and effects of cosmetic differences, appears at least in part well 

founded. Second, we have begun to understand that placement, categorization, and labeling all 

play a role in the simplifications that even professional analysts apply when evaluating 

accounting information. Future research on the knowledge structures developed by experts for 
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different types of companies and different types of financial judgments and decisions promises to 

increase our understanding of these effects.  

It is also clear from the above results that the information that decision makers rely upon 

in their judgments is limited, and the information emphasized clearly changes depending on the 

financial judgment being made, and other elements of the environment. In fact, awareness of 

cosmetic differences (and ability to “do the math”) does not ensure full consideration of their 

implications for valuation. The same is true of knowledge of management’s tendency to 

opportunistically employ vague reporting standards or analysts’ tendency to bias their reports. 

There appear to be many cases where the same normatively relevant factors are ignored in one 

circumstance, but adequately weighted in another by the same decision maker. The fact that 

results here tie closely to archival data gathered in prior studies adds to the credibility of the 

results.  Future studies should focus on systematically determining the circumstances in which 

different classes of information receive first-order consideration. 

Earlier research on the effect of task complexity on the use of alternative decision rules in 

credit decisions (e.g., Biggs et al. 1985; Paquette and Kida 1988; see Payne et al. 1992 for a 

review of psychological studies) will provide some guidance in this area. However, it appears 

that the determinants of which information items receive first order consideration in particular 

judgment situations involves more than task complexity. Findings of the importance of cue-

response compatibility (Slovic and Lichtenstein 1968) and other task determinants of cue usage 

in early judgment and decision making research (see e.g., Slovic and Lichtenstein 1971 and 

Einhorn and Hogarth 1981) may provide useful directions for future research in this area. 

Furthermore, the interplay between these factors, investor sophistication and effort, and various 

market attributes discussed in section 3.3 appear critical in determining the importance of 

cosmetic disclosure differences.  
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3.2.2. How do investors and analysts use the time-series properties of earnings to predict future 
earnings? 

Post-earnings-announcement drift has become a very active stream of archival research.  

Bernard and Thomas (1990) provide evidence that drift arises because investors misperceive the 

time-series of earnings.  Specifically, quarterly earnings follow a Brown-Rozeff model, which 

has two key elements.  One element is the autoregressive component—changes from one quarter 

of one year to the same quarter of the next tend to be positively autocorrelated.  The other 

element is the “moving average” component—the differences between actual and predicted 

earnings tend to be negatively correlated from one quarter to the same quarter of the next year. 

Research by Bernard and Thomas (1990) and Ball and Bartov (1996) indicate that investors 

underestimate both the autoregressive and moving-average components of quarterly earnings; 

results from Abarbanell and Bernard (1992) indicate that analysts make a similar mistake. 

Recent studies have used the advantages of the experimental approach to understand the 

psychological nature of investors’ and analysts’ time-series prediction errors. Calegari and 

Fargher (1997) provides a logical starting point—they attempt to replicate drift in the laboratory, 

using experimental controls to rule out the possibility that prediction errors are driven by factors 

other than judgment errors.9  Just as archival studies focus only on firms with extreme earnings 

surprises, Calegari and Fargher use time series that exhibit unusually large earnings changes in 

the most recent quarter. Their results are largely consistent with archival research—both 

individual traders and market prices underreact to earnings surprises.  

Maines and Hand (1996) extend this finding in two ways.  First, they present MBA 

students with two different 40-quarter time-series.  One series has strong autoregressive and 

moving-average components.  Another is simply a seasonal random walk with no such 

components. Subjects under-react to both elements when they are present, but also act as if the 

autoregressive element is present when it is not.  This suggests that drift may arise in the target 

                                                 
9 For example, investors and analysts could appear to make prediction errors in archival studies because they 
respond to information other than earnings, because they have incentives for something other than prediction 
accuracy, or because they are attempting to manage risk. 
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environment simply because it is too difficult for investors to discern the autoregressive and 

moving average terms. Drift may therefore be less severe for firms that adhere more closely to a 

seasonal random walk.   Second, Maines and Hand directly test Bernard’s (1993) hypothesis that 

investors anchor too strongly on earnings from the same quarter of the previous year, perhaps 

because it is stressed in the reporting format used in the popular press.  Maines and Hand test this 

supposition by presenting a new set of subjects with a Brown-Rozeff time-series, and reporting 

earnings relative to earnings from four quarters ago.  The results raise doubts about Bernard and 

Thomas’s (1990) hypothesis, because these subjects place even more weight on the 

autoregressive component of the time series. These results suggest the need to test for alternative 

causes. 

Bloomfield, Libby, and Nelson (2000a) argue that drift may arise because people 

naturally over-rely on unreliable information (Griffin and Tversky 1992; Bloomfield, Libby, and 

Nelson 2000b), and old earnings numbers tend to be unreliable predictors of future earnings, 

once more current earnings are known.  They test this hypothesis by manipulating information 

about old earnings performance, holding recent earnings performance constant. Student subjects 

rely much too heavily on old earnings numbers, and generate errors consistent with post-

earnings-announcement drift, even when they are presented with a time series that is much 

simpler than that used in other experiments.  This suggests that drift may not arise merely 

because the time-series properties of earnings are so complex. 

Future research in time-series perceptions might follow several directions.  One direction 

is to integrate the different research approaches described above. The realistic time-series used 

by Calegari and Fargher (1997) and Maines and Hand (1996) allow them to generalize their 

results readily to archival settings, but make it difficult for them to ascertain how aspects of the 

time-series data interact with psychological processes to cause prediction errors.  The simpler 

time-series data used in Bloomfield, Libby, and Nelson (2000a) poses precisely the opposite 

problems.  Future research might attempt to work toward the middle of these two approaches, 
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either by using time-series that are progressively simpler than in the former studies, or 

progressively more complex than in the latter study. 

Future research might also investigate the model of Barberis, Shleifer and Vishny (1998).  

That model assumes that earnings follow a random walk, but that investors believe that earnings 

switch between regimes of positive autocorrelation and regimes of negative correlation.  This 

misperception results in both underreactions to recent earnings changes and overreactions to 

long-term trends.  While such misperceptions are broadly consistent with psychological findings 

indicating representativeness and conservatism biases, no single study supports its assumptions, 

and their predictions are not entirely consistent with archival evidence (e.g., Lee and 

Swaminathan 2000).   

Finally, future studies might attempt to integrate research on time-series predictions with 

other research streams that consider earnings prediction more broadly.  For example, how might 

knowledge of earnings components (accruals, cash flows) alter subjects’ time-series predictions?  

3.2.3. What personal and process attributes determine analysts’ forecasting and valuation 
performance? 

As Maines (1995) notes, a number of studies in the 1970s and 1980s examined the 

manner in which expert and novice analysts process accounting information (e.g. Pankoff and 

Virgil 1970; Slovic, Fleissner, and Bauman 1972; Wright 1977; Mear and Firth 1987).  The 

studies assessed various characteristics of information search, cue weighting, judgment 

consistency and consensus, and self- insight into information processing. A number of the more 

recent studies in this group used detailed process tracing techniques in an attempt to tie 

individual or process attributes to judgment accuracy (e.g., Bouwman 1984; Biggs 1984; 

Anderson 1988). However, most studies were only able to relate process attributes to experience 

because of subject sample constraints or difficulty in measuring judgment performance.  These 

earlier experiments also did not focus on the effects of analysts’ incentives, which have received 

a great deal of attention in recent archival studies. 
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Three recent studies have added substantially to our understanding of the relationship of 

personal and process variables to forecast accuracy as well as the impact of relationship 

incentives on bias in forecasts. Hunton and McEwen (1997) emphasize both process 

measurement and disentangling variables that are confounded in natural settings. They address 

whether sell-side analysts’ search strategy and incentives (in the form of their relationship to the 

company) affected the accuracy and bias of their earnings forecasts. Information search strategy 

was assessed with an eye movement measurement system that eliminates most concerns about 

the reactivity and validity of verbal protocols. The authors measured the accuracy of the 

forecasts made in the experiment as well as historical accuracy from company archives, which 

assures external validity. Analysts that followed a more directed (as opposed to sequential) 

search strategy were more accurate both in the experimental task and in practice. The analysts in 

the underwriting condition gave higher (more biased) forecasts than those in the following 

condition, which were higher than those in the no relationship condition. Careful use of controls 

eliminates concerns about omitted variables such as information availability, time on task, and 

some forms of selection, that could have explained similar findings in archival studies (see 

Kothari 2000 for a review).  

Few studies have examined the knowledge and abilities that lead to successful 

performance by analysts. Ghosh and Whitecotton (1997) present evidence that two standard 

psychometric measures of information processing ability (perceptual ability and tolerance for 

ambiguity) were correlated with forecast accuracy. But, as in Hunton and McEwen (1997), 

experience was unrelated to accuracy.  However, Whitecotton (1996) reports that experienced 

analysts outperformed MBA students, who outperformed undergraduate students, though the 

experienced analysts were the most overoptimistic.  

Like similar work in auditing, these findings are potentially relevant to the selection and 

training of analysts, as well as the interpretation of their forecasts and reports. Again, the fact 

that results here tie closely to archival data, gathered either in the same study in the case of 

Hunton and McEwen’s (1997) accuracy measures, or in prior stud ies in the case of their 



  28

incentives findings, adds to the credibility of the results.  Recent archival studies by Mikhail, 

Walther, and Willis (1997), Clement (1999), and Jacob, Lys, and Neale (1999) have documented 

differences in the experiences of more and less accurate analysts that may indicate directions for 

future research. In the auditing literature, expertise studies have refined such findings in studies 

that specify the knowledge necessary to complete various tasks, when it is acquired, and the 

mechanisms through which knowledge content and structure affect performance.  These studies 

can provide guidance for future financial accounting research in this area. Other recent work has 

begun to look at how these individual responses affect market- level performance and the 

characteristics of markets that will affect information dissemination. This research is discussed in 

the next section. 

3.3. How do individual responses to information affect market-level phenomena? 

Early experimental research in financial accounting implicitly assumed that individual 

behavior would affect market- level prices in some straightforward manner (e.g., the price might 

be simply the average of all investors’ beliefs), and that some investors would lose money to 

more sophisticated investors by trading unwisely at market prices.  Counter-arguments by 

proponents of the efficient markets hypothesis have led many experimental researchers to make 

these assumptions explicit and subject them to testing.  We divide this literature into three lines: 

those that address differences between individual and aggregate behavior, information 

aggregation, and excess trading volume.   

3.3.1. Differences between individual and aggregate behavior.   

A number of papers examine whether or not individual responses to information extend 

to the market level. Two papers examine whether individual responses to risk extend to the 

market level. Coller (1996) shows that both individual traders and market prices respond to 

uncertainty in public disclosures in a manner roughly consistent with Bayesian rationality.  

Bloomfield and Wilks (2000) show that, consistent with theoretical and archival work on 

disclosure, more accurate disclosures increase individual and market prices relative to expected 
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values, and also increase individual and market liquidity.  A larger number of papers show that 

biases in individual decisions result in biased market prices as well.  For example, Calegari and 

Fargher (1997) show that post-earnings-announcement drift persists in a double auction market, 

and Bloomfield, Libby, and Nelson (2000a) show that overreliance on previous years’ earnings 

persists in a clearinghouse market.  Tuttle, Coller, and Burton (1997) show that recency effects 

extend to the market level.  

Dietrich, Kachelmeier, Kleinmuntz, and Linsmeier (2000) conduct a study closely related 

to the functional fixation (e.g., Hopkins 1996) and voluntary disclosure (e.g., Kennedy et al. 

1998) studies discussed in section 3.2.1. They demonstrate that more explicit disclosure of 

accounting information about oil-producing properties leads to more efficient market prices even 

though the same information can be inferred from the balance sheet and income statement. 

Different disclosure forms either mitigate or exacerbate biases in prices. The authors test their 

process explanation by tying individual participant’s behavior to prices to ensure that the market 

price results are the result of individual information processing biases.   

Other research investigates how competitive forces might allow less biased traders to 

have more influence on price, and use that explanation to guide examination of when this is more 

likely to occur.  Of particular interest is the “smart-trader” hypothesis, which states that traders 

who are less susceptible to the bias trade more actively than other traders, driving prices to 

unbiased levels (Camerer 1987, 1992).  The intuition behind this hypothesis underlies the strong-

form of the efficient markets hypothesis, which states that prices will fully reflect information 

even if it is held only by a small number of traders.  

Anderson and Sunder (1995) provide evidence that the smart-trader hypothesis might be 

more predictive among professional traders than among student traders.  They compare the 

extent of base-rate neglect in markets involving student subjects with the bias in markets 

involving professional traders.  They report that price biases in markets of professional traders 

exhibit less base-rate neglect over time, while price biases in markets of students do not.  This is 

so even though the professional traders’ individual value estimates do not appear to differ from 
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the students’ estimates.  This suggests that the professional traders are able to trade in a way that 

reduces bias more (or increases it less). 

Bloomfield, Libby, and Nelson (1996) provide evidence favoring the smart-trader 

hypothesis in a market in which security values are determined by the answer to general business 

knowledge questions.  Traders with more accurate answers do indeed trade more actively than 

other traders.  When prices are influenced by trading volume, prices become more accurate than 

the simple average of all traders’ value estimates.  (Prices are no more accurate than average 

estimates when they are not influenced by trading volume).  This study might support the smart-

trader hypothesis more strongly than the studies above because inaccurate traders are not biased, 

but merely uninformed.  It is possible that uninformed people are more likely to know that their 

answers are inaccurate (and therefore trade less aggressively) than biased people, because biases 

are unconscious.   

Kachelmeier (1996a) uses an analysis of bids and asks to show the difficulty in 

determining exactly how markets can debias prices. He induces a sunk-cost fallacy that 

significantly increases sellers’ asking prices and buyers’ bidding prices.  However, these biases 

have no effect on transaction prices, because the higher bids and asks cause more trades to take 

place at the bids, which keeps prices low. 

Other recent studies show that market structure can be important in determining when the 

smart-trader hypothesis is likely to be supported.  Ganguly, Kagel, and Moser (1994) present 

student subjects with a problem that leads to base-rate neglect.  They find that, because traders 

are not allowed to sell shares they do not own (short-selling is prohibited), market prices are set 

by the traders with the highest valuation. As a result, market prices exhibit base-rate neglect most 

strongly (weakly) when the biased prices are higher (lower) than the Bayesian expected values.  

Bloomfield and Wilks (2000) find strong individual evidence of an “endowment” effect—

inconsistent with Bayesian optimization, traders choose higher ask (selling) prices for riskier 

securities, even as they simultaneously enter lower bid (buying) prices.  However, higher risk 

does not cause the market ask price to rise.  This form of irrationality at the individual level is 
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eliminated at the market level because the market ask is determined by the lowest individual ask.  

The market ask therefore reflects the selling price of the investor who succumbs least to the 

endowment effect.  In this way, the structure of the market combines with the nature of the bias 

to mitigate the bias at the market level. 

Future research could examine the foundations of the smart-trader hypothesis more 

directly.  In particular, what factors might induce less-biased traders to exploit biases, or keep 

them from doing so?  What factors might make more-biased traders curtail their trading activity?  

How might changes in market structure, or the degree of market depth and liquidity, affect bias 

mitigation?  (Archival studies routinely show larger biases in less liquid stocks.)  Future research 

could also examine how the nature of financial accounting information will affect the difference 

between individual and aggregate behavior.  To the extent that information induces biases, rather 

than degrees of informedness that differ across traders, prices would seem more likely to 

represent an average of all traders’ beliefs. 

3.3.2. Information aggregation and underreaction.   

A different stream of research examines the ability of financial markets to aggregate 

information held by different traders.  Like studies of the smart-trader hypothesis, aggregation 

studies are motivated by the belief that traders who know a security value does not reflect their 

own information will trade aggressively to exploit that fact, thereby revealing their information 

to the market. 

Early studies on information aggregation showed that markets do often aggregate 

information.  They do so most effectively when security values are tied to states of nature in very 

simple ways (Plott and Sunder 1988; O’Brien and Srivastava 1991), and when experienced 

traders have common knowledge regarding the information environment (Forsythe and 

Lundholm 1990).   

More recent studies have examined how uncertainty affects information aggregation.  In 

a series of double-auction markets, Lundholm (1991) manipulates the “aggregate uncertainty” 
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that remains after combining investors’ information about security value.  He finds that markets 

with aggregate uncertainty aggregate information much less efficiently than those with aggregate 

certainty.  Imperfect aggregation can lead markets to underreact to information, because prices 

will be too high when the aggregate information indicates a very low value, and too low when 

the aggregate information indicates a very high value.  Bloomfield (1996a, 1996b) shows a 

similar type of underreaction in a setting which allows aggregate certainty, but in which the 

information structure is sufficiently complex that information aggregation is still very difficult.   

Other papers show that market prices can even underreact to public information that need 

not be aggregated.  Gillette et al. (1999) construct a market in which security values are 

determined by a sequence of random dividends.  The authors analyze the market’s reactions as 

the dividends are announced publicly one-by-one. They find that the individual traders’ estimates 

of value underreact slightly to the dividend announcements, possibly because they erroneously 

believe that random events tend to reverse over time (the “gambler’s fallacy”). More interesting 

is the fact that market prices underreact substantially more than individual value estimates.  The 

reason for this sluggishness in market prices is not clear, but the authors replicate it in both 

double-auctions and call markets.  Bloomfield, Libby, and Nelson (2000b) also observe a similar 

effect in clearinghouse markets. Bloomfield (1996a) shows that markets react to a public signal 

when it is subject to manipulation by a self- interested seller, but not when the signal is purely 

random.  These results raise the possibility that post-earnings-announcement drift and 

underreactions to other information (e.g., fundamental values, analysts’ estimates) may arise 

simply due to a generic underreaction of market prices to information, rather than information-

specific biases. 

Several future directions for research in this area entail making endogenous the 

distribution of information among subjects.  All of the aggregation studies described above 

manipulate information distribution by exogenously altering who is given information and who 

is not.  Future studies might relax this assumption by recognizing that collection of information 

is an intentional action that is driven in part by the perceived benefit of becoming informed, as in 
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Tucker (1997).  Alternatively, one might recognize that some information may be effectively 

widely distributed because it is more easily analyzed. For example, Sloan’s (1996) archival 

evidence that prices are too high (low) when firms have high (low) accruals might simply reflect 

an underreaction to financial statement information that is not widely known.  This result is 

consistent with Bloomfield and Libby’s (1996) finding that laboratory markets respond more 

strongly to information that is more widely available.  However, a more direct test of this 

hypothesis would be to give all traders the same information (e.g., a complete financial 

statement), and vary the ease with which the information can be analyzed (as in Dietrich et al. 

2000), as well as the traders’ knowledge and training that would help with such analysis.   

More generally, researchers might start with the features we argue are essential for 

progress in functional fixation research—explicitly understanding how people process and 

interpret the information in financial statements, and then considering how differences in that 

processing might alter market behavior.   

3.3.3. Trading Volume.   

A third line of research examines the determinants of trading volume in laboratory 

markets.  Many of these studies are motivated by a generalization of the “no-trade” theorem 

(Milgrom and Stokey 1982), which shows that under fairly general conditions, information 

releases should not induce any trading between traders.  The intuition is that if one trader expects 

to make money trading at a given price, the trader on the other side of the transaction must 

expect to lose money (since trading is a zero-sum game). 

Gillette et al (1999) find routine violations of the no-trade theorem: trading volume is 

generally quite high, and is even higher after very high or low dividend announcements.  These 

results are consistent with archival evidence on trading volume (e.g., Bamber 1987; Bamber, 

Barron, and Stober 1997), which have generated a number of theoretical models that generate 

trade through complex interactions between public and private information (e.g., Kim and 
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Verrecchia 1994).  However, the simplicity of the market in Gillette et al. makes such 

explanations unlikely. 

Excess trading is a puzzle in Gillette et al., but it has few welfare implications because all 

traders are identical, and therefore wealth transfers can be ignored (or are at best impossible to 

interpret).  Bloomfield, Libby, and Nelson (1999) examine excess trading that has very clear 

welfare implications.  They create markets in which less- informed traders hold a subset of the 

information available to better- informed traders. Less- informed traders unwisely trade with—and 

lose money to—the more- informed traders.  However, additional instructions that clarify to less-

informed investors the extent of their informational disadvantages reduce these wealth transfers 

(although it has no apparent effect on price biases).  These results have regulatory implications: 

less sophisticated individual investors (who have less information than more sophisticated 

individuals or institutional investors) can be protected by regulations that emphasize the extent of 

their informational disadvantage. 

There appear to be a number of open questions related to trading volume. Archival papers 

have examined volume in response to earnings announcements, or tie volume to pricing 

anomalies (Lee and Swaminathan 2000; Swaminathan and Lee 2000). These findings may be 

caused by factors indicated in economic models (e.g., Kim and Verrecchia 1994) or by 

psychological factors.  The literature on motivated reasoning seems particularly promising, 

because it examines how initial variations in beliefs and preferences can be magnified by 

ambiguous public disclosures of information (see Wilks 2001). 

3.4. How do strategic interactions between reporters and users of information affect 
reporting and market outcomes? 

Game theory has been exceptionally useful in modeling the strategic interactions between 

sellers (who can make reports about their value) and buyers who rely on those reports in making 

their trading decisions.  These models potentially have regulatory implications, because they 

show that seemingly reasonable regulations may be unnecessary or unwise when one considers 

the joint response of buyers and sellers to the regulation.  The models are very difficult to test 
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with archival methods, because their predictions are derived in settings that are far simpler than 

natural markets.  However, a number of experimental researchers have chosen to examine 

behavior in settings that closely resemble those described in the models.  In this section, we 

briefly review some of these experiments. 

One line of research examines voluntary disclosure models, in which sellers choose 

between honestly disclosing the exact value of the security they are selling, and not disclosing 

anything at all. Two papers by King and Wallin find strong support for the qualitative predictions 

of the models of Jung and Kwon (1988), and Wagenhofer (1990).  King and Wallin (1991b) find 

that increasing the probability that the seller is informed leads sellers to disclose more often, and 

also leads buyers to draw more unfavorable inferences when they do not observe disclosure 

(making disclosure a wise strategy for sellers). King and Wallin (1995) show that disclosure is 

also limited by introducing a cost to disclosing favorable information (a competitor who will take 

advantage of favorable disclosures to enter the sellers’ product market), because even high-value 

firms might choose not to disclose.  In both cases, however, results deviate substantially from the 

point predictions of the models. 

Forsythe, Lundholm, and Reitz (1999) show how disclosure regulations affect the welfare 

of buyers and sellers in a simple market with voluntary disclosure.  When sellers are not 

permitted to disclose their information about value, many surplus-enhancing transactions do not 

occur, and both buyers and sellers suffer.  Allowing sellers to disclose any value (even a false 

one) increases market surplus, but these gains accrue almost entirely to the sellers.  Requiring 

sellers’ reports to include the true value shifts part of this surplus from the sellers to the buyers. 

King (1996) examines whether disclosure patterns change when sellers have an 

opportunity to develop reputations. He permits sellers to report any value they wish, but imposes 

a cost on buyers when the seller’s report is inaccurate.  This setting includes two equilibria.  In 

an “inflation” equilibrium, sellers always report the highest value, and buyers pay expected value 

net of the cost of inaccuracy.  In a “reputation” equilibrium, the seller reports honestly, and the 

buyers believe the reports until the seller reports dishonestly; at that point, the players revert to 
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the inflation equilibrium. King finds that an exogenous cost for inaccuracy does permit 

reputation formation, but that the reputation equilibrium arises only in a few cases.   

There are several natural directions for research in strategic disclosure.  There is certainly 

no shortage of new disclosure models to test.  However, it is probably more important for 

researchers to begin to delve into how and why various equilibria do and do not have predictive 

power.  Some researchers have begun to do so by asking whether “adaptive” strategies (doing 

more of strategies that performed better in the past) lead to a given equilibrium.  For example, 

King and Wallin (1995) find little support for an “adaptively unstable” equilibrium that is not the 

end result of adaptive behavior.  Other researchers focus more directly on the players’ thought 

processes.  For example, experiments by Bloomfield and Hales (2000) examine how sellers’ 

abilities to form reputations for honest reporting are influenced by buyers’ and sellers’ 

expectations of one another’s likely behavior and beliefs. 

Future research might also begin to integrate disclosure research with the other literatures 

described in this section.  For example, Bloomfield (1996a) integrates the disclosure literature 

with the information aggregation literature by showing that sellers are willing to pay a fee to 

inflate a public signal, even though the information available to the market as a whole is 

unchanged.  They are willing to do this because markets tend to react more strongly to 

information held by more investors. 

Researchers might also integrate economics-based disclosure research with the 

psychology-based literature described in section 3.1.  That research focuses on how investors 

could use financial reporting choices to draw inferences about managers’ incentives and 

information, but ignores the fact that managers should anticipate investors’ reactions.  On the 

other hand, the psychology-based research presents a more comprehensive treatment of financial 

accounting institutions, by allowing managers to choose how to classify and report accounting 

information.  We believe it would be worthwhile—though difficult—to examine fully strategic 

interactions in more complex accounting institutions.  Researchers in financial accounting might 
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also attempt to integrate game theory and social psychology, as has been done successfully in the 

auditing context by King (2001). 

4. Effective and Efficient Research Design: Methodological Considerations in 
Experiments  

Section 3 presented a number of directions for future experiments.  In this section, we 

discuss how these experiments can be designed to be both efficient and effective. An experiment 

is efficient if it achieves a given level of effectiveness as economically as possible.  An 

experiment is effective if it provides evidence of sufficient internal validity that readers should 

believe the results of hypothesis tests, while being of sufficient external validity that it bears on a 

significant part of the financial accounting issue of interest.10  Both internal and external validity 

are key to effectiveness.  An experiment that lacks internal validity fails by providing a 

misleading indication of the relation between the dependent and independent variable, while an 

experiment that lacks external validity produces results that are (or at least should be) divorced 

from the motivation of the study. We do not provide an exhaustive treatment of research design 

(see Runkel and McGrath 1972, Kinney 1986, and Trotman 1996 for more comprehensive 

discussions). Rather, we focus on issues that we believe are particularly important or are often 

misunderstood.  Section 4.1 addresses techniques for maximizing effectiveness through careful 

hypothesis development and research design.  Section 4.2 addresses when it is (and is not) 

possible to improve efficiency by consuming fewer resources without sacrificing effectiveness. 

We address the number and type of subjects used in the experiment, the payment of monetary 

incentives, the use of within-subject designs, and the decision to use single-person tasks rather 

than interactive tasks (such as financial markets or strategic reporting settings). 

                                                 
10 Internal validity is the degree to which you can be sure that observed effects are the result of the independent 
variables. External validity is the degree to which results can be generalized beyond the specific tasks, measurement 
methods, and participants employed in the study. 
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4.1. Increasing Experimental Effectiveness 

We organize our discussion of experimental effectiveness around the predictive validity 

model (Runkel and McGrath 1972; Libby 1981).  This model provides a useful description of the 

hypothesis testing process, and focuses our attent ion on the key determinants of the internal and 

external validity of a research design.  

Figure 1 illustrates the predictive validity model as it applies to Hypothesis H1b from 

Hunton and McEwen (1997) (hereafter, HM). As noted earlier, based on prior theory and 

evidence HM hypothesized that sell-side analysts’ relationship-based incentives would decrease 

their forecast accuracy. Analysts’ relationship-based incentives were operationally defined as a 

three- level independent variable: an “underwriting relationship” that has a direct impact on fees, 

a “following relationship” that creates the need for future access to private information, or “no 

future relationship.” HM expect analysts in the underwriting condition to provide the most 

optimistic forecasts, those who follow the firm to be next most optimistic, and analysts who do 

not follow the firm to be the least optimistic. They operationally define optimism (the dependent 

variable) as the analysts’ forecast minus the actual earnings outcome. HM also controlled for a 

number of other potentially influential variables including subject background, experience, time 

on task, and information availability.   

In Figure 1, link 1 depicts the relationship in HM’s underlying theory.  No theory can be 

tested directly; rather, a theory is tested by assessing the relationship between the operational 

definitions of key concepts in the theory (i.e., by assessing link 4).  For this test to be valid, the 

links between the concepts and the operational definitions (links 2 and 3) must be valid, and 

other factors that might affect the dependent variable (link 5) must be controlled or have no 

effect. A study’s internal and external validity is determined by the validity of these five links. 

We now discuss ways in which researchers can strengthen each of these links. 

4.1.1. Link 1: Theory and Hypotheses  

The first determinant of experimental effectiveness is specification of a good research 

question.  A good research question addresses the relation between two or more concepts, can be 
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stated clearly and unambiguously as a question, implies the possibility of empirical testing, and 

is important to the researcher and others (Kinney 1986).    

Experimental tests of research questions must rely on some theory depicting forces that 

influence behavior in the experimental setting. Theories may range from highly specific 

numerical models (such as those derived from economics or artificial- intelligence cognition 

models) to more general qualitative predictions based on prior evidence (such as systematic 

evidence that people use a certain heuristic in a given setting).  Regardless of its nature, the 

theory suggests the expected answer to the research question, and serves to guide the many 

decisions and tradeoffs that must be made during the design and administration of an experiment. 

Whereas archival researchers analyze data from secondary sources11, the experimental setting is 

specifically designed to gather data relevant to the hypotheses. Consequently, all stages of the 

design of experiments are profoundly affected by the need for a well- formulated research 

question and hypotheses.  In this section, we emphasize four issues that are particularly 

important in developing good research questions and hypotheses in experimental financial 

accounting research.  

First, the hypotheses must have external validity; that is, readers must believe that the 

theoretical concepts and the relationships between them capture important aspects of the target 

environment. Although people often speak of external validity as an aspect of experimental 

stimuli, we consider it an element of theory as well. If the theory and hypotheses are 

appropriately capturing relationships among elements of the target environment, an internally 

valid experiment will test that theory in a manner that generalizes to the target environment.  

External validity is established empirically by extensions of the research that test additional 

hypotheses concerning environmental contingencies that define the limits of generality of the 

initial hypotheses (Trotman 1996). 

                                                 
11 That is, the data is initially gathered for a different purpose. 
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For example, HM’s research question of “Do sell-side analysts’ relationship with the 

firms they cover decrease their forecast accuracy?” relates an antecedent (analysts’ relationships) 

and consequence (forecast accuracy) that clearly maps into first order concerns indicated by 

theory and prior evidence. If the experiment operationalizes those concepts well and provides an 

internally valid test of their relation, it will provide insight into the real-world effect of analysts’ 

incentives on their judgments.  Future research can then test the extent to which those insights 

can be generalized. 

Second, experimental research questions in financial accounting should focus on how 

theories drawn from fundamental disciplines (such as psychology and economics) interact with 

details of financial accounting institutions (as discussed in section 2.4). As Gibbins and 

Swieringa (1995) suggest, accounting experiments should be “both theory driven and setting 

sensitive.”   

Tying the accounting institution to theory from a fundamental discipline allows 

hypotheses to have relevance beyond the very specific practice context that motivated the 

experiment (as recommended by Maines 1994).  It also allows experimenters to contribute to 

both financial accounting and the fundamental discipline.  For example, Nelson and Kinney 

(1997) apply Einhorn and Hogarth's (1986) ambiguity model to predict how ambiguity affects 

financial statement auditors' and users' judgments of appropriate contingent- liability disclosure.  

Their study shows how the differences between auditors’ and users’ incentives lead auditors to 

use the discretion provided by ambiguous evidence to justify lower levels of disclosure than 

users desire.  This result is of clear interest to financial accounting researchers, and also 

contributes to psychologists’ understanding of how incentives interact with ambiguity. 12 

                                                 
12 Of course, the theory should entail some element of doubt before testing.  Experiments applying psychology to 
accounting settings can be uninteresting if readers are certain that the results obtained in psychology will readily 
extend to accounting even without seeing the experimental results.  Experiments applying economics to accounting 
settings can be uninteresting if they are little more than complex ways of showing that people prefer more money to 
less (Kachelmeier 1996b).   
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A more ambitious approach is to use fundamental disciplines to develop and 

experimentally test a general theory that is applied to the financial accounting phenomenon of 

interest.  For example, Maines and McDaniel (2000) identify various general dimensions of 

formats that signal information importance or that affect the cognitive cost of processing 

information (see also Lipe 1998).  They apply their theory when testing whether information-

disclosure format affects consideration of the volatility of unrealized gains and losses, but their 

theory is much broader than the particular practice context that they examine. 

Third, researchers should frame their theories at the least specific level that can account 

for the data expected to arise from the experiment.  Stating the theory with greater specificity 

will simply encourage readers to argue that the results are driven by a slightly different theory 

(such as a different theory of categorization) that yields identical predictions in the experimental 

setting. Such debates are rarely productive.  If the distinction is likely to be important in 

accounting settings, researchers interested in accounting issues should cons ider what other 

experiments might illustrate this importance.  If the distinction is unlikely to have important 

ramifications for accounting settings, experiments discriminating between such theories are more 

appropriately seen as contributions to the fundamental disciplines from which the theory is 

drawn. 

Finally, experimental research questions should be based on a theory that describes 

causal relationships between concepts.  As discussed above, the key advantage of the 

experimental method lies in its ability to disentangle factors that are confounded in natural 

settings, and thus provide indications of how and why phenomena arise.  A causal theory also 

improves external validity, because causal forces are more likely to generalize to different 

settings. This also leads to a preference for research questions that focus on a directional 

prediction of differences, as opposed to a single point prediction.  As Trotman (1996) indicates, 

“the basis of any experimental design is that one or more independent variables are manipulated 

and the effect on the dependent variable(s) is observed.” Since experiments require abstraction 

from the real world, any number of differences between the experimental and real-world 
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environments could affect the particular levels of observed measures.  Consequently, evidence 

consistent with point predictions (e.g., “the market price will be $5.00”) and particular parameter 

estimates (e.g., “managers will weight current year’s earnings twice as heavily as prior year’s 

earnings”) are unlikely to generalize to real-world environments. Directional effects are more 

likely to generalize, because differences between the experimental setting and the target setting 

are more likely to alter the magnitude of an effect than its direction.  A focus on directional 

effects also makes it much easier to design an experiment that controls for competing 

explanations.  We discuss this latter issue further in section 4.1.3.  

4.1.2. Links 2 and 3: Operationalizing Dependent and Independent Variables:  

Link 2 relates the antecedent theoretical concept A to the independent variable(s) 

operationalized in the experiment. Link 3 relates the consequential concept B to the dependent 

variable operationalized in the experiment.  An internally valid test requires manipulation of each 

independent variable in a way that changes only one theoretical antecedent at a time. At the same 

time, they must construct an operational dependent variable that measures the conceptual 

variable, and that variable alone. This section discusses three particularly difficult issues in 

operationalizing variables:  (1) choosing the appropriate realism of the stimuli presented to 

participants, (2) choosing the appropriate levels of independent variables, and (3) using measured 

independent variables. 

Realism of stimuli. A common challenge in operationalizing independent variables is 

deciding how realistic the stimuli should be. The appropriate level of realism in the 

operationalization of an independent variable is determined by the role of realism in the theory to 

be tested.    

Experiments testing psychological theories typically present participants with more 

realistic stimuli than experiments testing economic theory, because psychology-based 

experiments typically are focused on how participants make decis ions using cognitive processes 

and knowledge that developed in response to their real-world education, training, and 
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experience.  Without relatively realistic stimuli, participants may not rely on the cognitive 

processes and knowledge of interest.  For example, HM’s theory relates analysts’ knowledge of 

their incentives to their earnings estimates.  In order to test this theory, the experiment must 

provide the participants with a sufficiently realistic stimulus to activate that knowledge.  

Similarly, Hopkins (1996) tests the theory that classification of debt-equity hybrid securities 

alters analysts’ inferences about firm value; this theory can be tested only with relatively realistic 

stimuli and value-assessment tasks. 

Experiments testing economic theories typically present participants with less rich 

information and less realistic stimuli, because they focus on how participants make decisions 

using economic information given particular preferences, constraints, and incentives.  The 

decision processes depicted in these theories are not hypothesized to depend on task realism, so 

these studies are less concerned with it.  For example, King and Wallin (1991a) test theories 

relating the probability that a seller knows the asset value to the sellers’ disclosure strategies and 

buyers’ responses to those disclosures.  That study does not require realism or knowledge of 

particular real-world institutions, so it uses abstract stimuli and tasks to avoid introducing 

extraneous factors that might compromise internal validity. 

This discussion should not be construed as indicating that all experiments testing theories 

drawn from psychology (economics) must have high (low) stimulus realism.  Experiments 

testing very general psychological theories (such as the relation between short-term memory and 

optimism) could contribute to financial accounting research with stimuli and tasks that possess 

very low degrees of realism.   Similarly, experiments testing the effects of superior accounting 

knowledge on trading profits would require high degrees of realism.  It is the goal of the 

experiment that determines whether realism adds to or detracts from internal validity. 

 Stimulus realism can also provide benefits beyond that required for an internally valid 

test of the underlying theory.  First, realism can help authors convey to readers the ways in which 

the results relate to prior research. For example, Hopkins (1996) and Tan, Libby, and Hunton 

(2000) are able to compare their pricing and earnings-forecast difference results for some 
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treatments directly to prior archival studies, which increases confidence in the generality of the 

results of treatment combinations for which no (or insufficient) archival data are available.  

Second, realism can help subjects understand the task they are being asked to perform, thereby 

reducing noise in the data.  This may be particularly important in economics-based experiments, 

which place high demands on participants' attention.    

However, it is important not to exaggerate the benefits that stimulus realism provides 

when it is not directly enhancing internal or external validity.  Such realism may not substantially 

increase external validity, which is determined mainly by the theory itself and how effectively 

the theoretical constructs have been operationalized.  Similarly, it is important not to exaggerate 

its costs.  Experimental economists often worry that realism may influence behavior in ways that 

lie outside their theories, and thus reduce internal validity (Smith 1976, Camerer 1997), but as 

we will discuss in section 4.1.3, these concerns typically can be dealt with through good 

experimental design. 

Choosing levels of independent variables.  After choosing the nature of independent 

variables, the researchers must choose their levels.  A general goal is to choose levels that are 

different enough that the experiment has sufficient power to yield strong effects, yet be within 

the relevant range.    

As indicated above, in some cases it is appropriate to choose levels that depict real-world 

conditions. For example, HM's independent variable consists of treatment levels that reflect what 

analysts might experience in practice.  Given that their theory is testing the relation between 

those real-world incentives and analysts’ behavior, this realistic depiction provides a strong test 

of the theory. However, it is usually difficult to ensure a representative sample of independent 

variable values, which limits the interpretability of levels of effects and parameter estimates in 

most experiments. Choosing realistic versions of naturally occurring phenomena can also make it 

difficult to manipulate only a single theoretical antecedent while holding all others constant. This 

is particularly true in studies of alternative accounting methods or disclosures, where differences 

in method or disclosure (the experimental treatments in these studies) can convey unintended 
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information about the nature of the underlying transactions that affect the dependent variable but 

are not included in the theory being tested.  Experimental controls discussed under link 5 can be 

employed to reduce this concern (see e.g., Hopkins 1996). 

In other cases, it can be wise to create levels that are unrealistically extreme.  For 

example, Forsythe, Lundholm, and Reitz (1999) compare a regulatory regime that prohibits 

disclosure with one that allows any disclosure (even fraudulent statements).  While these levels 

are unrealistic, they allow a very powerful test of effects that would likely generalize to milder 

changes in disclosure regulations.  

It can even be useful to specify at least one level of the independent variables that cannot 

occur in practice, to enable a cleaner test of the underlying theory.  One example of this approach 

is provided by Libby and Tan (1999).  They seek to understand how ana lysts can say they reward 

firms for issuing early warning of negative earnings surprises, while actually punishing them in 

their forecast revisions.  Libby and Tan address this question by operationalizing three "warning" 

conditions.  Two conditions are realistic: one in which no warning occurs prior to an earnings 

announcement, and one in which the warning is followed by the negative earnings 

announcement.  A third condition cannot exist in practice: the warning and negative earnings 

announcement occur simultaneously.  This “simultaneous warning” condition allows them to 

separate the effect of the warning from the sequential processing of two signals by creating two 

comparisons (each treatment compared to the simultaneous warning condition) that manipulate 

only one antecedent. The other two settings enhance external validity by mapping naturally into 

the institutional setting and archival findings the authors seek to inform. 

Regardless of how one chooses the levels of the independent variables, it is usually 

advisable to conduct manipulation checks.  These are measures, often taken during debriefing, 

which seek to determine whether subjects noticed and interpreted correctly the independent 

variable(s). Manipulation checks test link 2 of the predictive validity framework.  Manipulation 

checks are particularly useful when analyses reveal no significant treatment effect, since one 

alternative explanation for the lack of a significant effect is ineffective operationalization of the 
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independent variable (a link 2 problem).  However, it is critical that the manipulation check tests 

recognition and comprehension of the independent variable, as opposed to serving as another test 

of the treatment effect.  Otherwise, the manipulation check is really just a second measure of the 

dependent variable (testing link 4 rather than link 2).  

Measured independent variables.  Some independent variables in accounting experiments 

are observed, rather than manipulated.  Because subjects are not assigned randomly to measured 

treatment levels, measuring independent variables gives up some of the experimentalist’s 

comparative advantage. Such studies are subject to the same correlated-omitted variables 

problems that compromise internal validity in archival research.  Therefore, it is typically 

preferable to manipulate important independent variables whenever possible, rather than 

measuring them.  

However, there are at least four circumstances where measuring independent variables is 

useful. The first is that it is impossible or impractical to manipulate an antecedent.  For example, 

HM hypothesize that analysts that are considered by their firms to be more accurate forecasters 

tend to use a more directive, hypothesis-driven evidential search strategy.  Because HM cannot 

randomly assign analys ts to “high historical accuracy classification” and “low historical accuracy 

classification” treatments, it is possible that historic accuracy classification is correlated with 

some other variable (such as age or intelligence) that determines use of a directive search 

strategy.  As a consequence, HM include a number of control variables to test these alternative 

explanations for results, and are careful to discuss these results in terms of “associations” rather 

than “causes.” A second reason to use measured independent variables is that the theory relating 

the antecedent to the consequence involves mediating variables (a sequence of links through 

intervening variables).  For example, Hopkins (1996) predicts that the balance-sheet 

classification of manditorily redeemable preferred stock (concept a) affects analysts' beliefs 

concerning the total amount of equity outstanding (concept b), which in turn affects their stock 

price estimates (concept c).  Because analysts' beliefs about outstanding equity are actually a 

dependent variable in a part of his theory (a affects b), Hopkins cannot manipulate it directly.  
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Those beliefs become a measured independent variable when testing the second part of the 

theory (b affects c).  

Similarly, almost every multi-person task involves intervening variables, because the 

behavior of one person is determined by the (necessarily endogenous) behavior of another. For 

example, King (1996) tests whether imposing exogenous costs on buyers for inaccurate value 

estimates induces sellers to report values accurately. One simple breakdown of this theory is that 

exogenous costs (concept a) reduce the prices buyers are willing to pay when the seller has 

previously reported inaccurately (concept b), which leads the seller to choose higher reporting 

accuracy (concept c). Because equilibrium models involve many forces acting simultaneously 

(e.g., the seller should anticipate the buyers' response to his reports, and the buyers should 

anticipate the seller's response to their likely price-setting behavior), it is difficult to measure all 

of those forces simultaneously in one experiment.  Thus, King measured some potential 

intervening variables (he chose to examine how sellers' reporting accuracy affects buyers' 

reliance on those reports), but not others. 

One way to avoid measured independent variables is to construct separate experiments 

testing the separate parts of the theory. Hopkins could have tested the "a,b" and "b,c" links 

separately or in sequence, reasoning that finding support for both links suggests (but does not 

demonstrate) an "a,c" link. However, he chose to provide a clean test of the "a,c" link by testing 

it directly, and using subsequent measurement of "b" to provide comfort that subjects behaved as 

predicted. Similarly, King could have separately tested buyers' responses to seller decisions.  

However, we believe that both authors were justified in focusing their cleanest tests on the 

primary antecedent and consequence concepts in their theory.  A full understanding of the causal 

path may be somewhat encumbered by the problems associated with measured independent 

variables, but remaining problems can be addressed in future research.  For example, Bloomfield 

and Hales (2000) use a series of experiments to understand more of the linkages in King's study.   

Third, it is sometimes much less interesting to examine reactions to a manipulated 

variable than a naturally occurring one.  For example, it would have been less interesting for 
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Hopkins (1996) to test whether analysts who are told that there are more shares outstanding 

would place a lower value on a firm's stock, all else held equal.  It seems much more reasonable 

to ask whether the same analysts would use that belief to assess stock value when the belief 

arises naturally. This type of concern is even more salient in tests of equilibrium models. 

Fourth, measured variables often provide the keys to understanding underlying processes 

that produce the effects of interest. For example, Maines and McDaniel (2000) make a 

contribution by demonstrating effects of format on judgments of management effectiveness and 

stock risk (an “a,b” link), even though their lack of significant effects of format on valuation 

could be viewed as an insignificant “a,c” link.  After all, each intervening successive link adds 

noise and diminishes the experimenter's ability to detect an effect of "a" on a later consequence 

(particularly when the later consequence is a very complicated judgment like stock valuation).  

Only by eliciting intervening variables does a clear pattern of results emerge. Hirst, Koonce, and 

Miller (1999) demonstrate the importance of specifying the correct causal path. They show that 

the form of a forecast will affect trading decisions, not through estimates of future earnings, but 

through confidence in estimates. This further highlights the need to elicit intervening dependent 

variables that aid in interpreting results with respect to tests of complex theories.  We encourage 

researchers to measure potential intervening variables whenever possible, if only after they 

measure their primary dependent variable.13 

4.1.3. Links 4 and 5: Statistics and Other Potentially Influential Variables 

As noted earlier, internal validity refers to the degree to which variation in the dependent 

variable can be attributed to variation in the independent variable. Link 4 assesses the relations 

between the operational independent and dependent variables. Link 5 captures “other potentially 

influential” or “extraneous” variables besides the independent variable that could affect the 

dependent variable.  A key advantage of the experimental approach is that the effects of 

                                                 
13 Of course, the experimenter needs to worry about carryover effects (i.e., earlier measurements affecting later 
behavior).  Sometimes the order in which successive dependent variables are elicited is manipulated between 
subjects to reduce this concern.  This is discussed further in section 4.1.3. 
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extraneous variables can be controlled for primarily by holding them constant or through 

randomization.  As a result, statistical analyses in experiments are typically straightforward, 

often consisting of simple t-tests, ANOVAs, or non-parametric equivalents.  Extraneous 

variables can also be measured as in archival studies, and used to enhance the power of analyses 

by accounting for variation in the dependent variable that is not related to the theory being tested. 

Finally, extraneous variables can be manipulated to directly test their effect. Given the expense 

typically associated with this approach, it should only be used when the experimenter believes 

the extraneous variables cannot be dealt with another way.   

Very complex statistics are typically necessary in experiments only when they rely 

heavily on measured independent variables, or when researchers must try to boost power when 

subject resources are scarce.  When those circumstances are not apparent, complicated statistical 

tests may signal poor experimental design – the experimenter is trying to grapple after the fact 

with concerns that should have been headed off with good experimental design. 

This section describes some of the powerful array of techniques experimenters can use to 

deal with extraneous variables.  The most important technique available to the experimentalist to 

control for extraneous variables is to assign subjects randomly to treatments.  Random 

assignment, combined with manipulation of independent variables, enables experimentalists to 

ensure that their results are not biased by factors of which they are aware, as well as factors of 

which they are not aware.  For example, HM randomly assign analysts to incentive-treatment 

conditions. This results in an unbiased distribution of industry familiarity, age, experience, prior 

accuracy, etc. across the three levels of the incentive treatment.  Thus, HM can conclude, with a 

specified level of statistical confidence, that these variables, and other unspecified variables such 

as motivation or breakfast size, did not account for the results.  In fact, had HM not chosen to 

measure analysts' experience and use it as a covariate to reduce variance in their analysis, they 

could have ignored experience and expected that it would not affect their mean results because of 

random assignment across treatment conditions.   
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More generally, random assignment to treatment conditions allows experimentalists to 

avoid many of the omitted variable concerns that limit causality inferences in archival studies.  

For example, Kothari (2000) notes that the direction of cause and effect between relationship and 

forecast optimism documented in the archival literature is not clear. It could as easily result from 

managers’ selection of investment banks whose analysts provide a more optimistic forecast as 

from opportunistic forecasting by analysts with relationships. This selection alternative 

explanation is eliminated in HM by random assignment of analyst subjects. As a result of 

random assignment, the expected value of analyst optimism prior to the treatment is unbiased 

across the three incentive treatment groups.  

Second, experimentalists can hold extraneous variables constant at a particular level.  For 

example, HM hypothesize that analysts who will be underwriting securities exhibit different 

forecast bias than analysts who do not, because they face different incentives.  However, 

compared to non-underwriting analysts, underwriting ana lysts could also have larger amounts of 

information available about a firm, or spend different amounts of time forecasting earnings.  HM 

deal with these potential alternative explanations for changes in their dependent variable 

(forecast accuracy) by holding constant across treatments the amount of information analysts 

have available and the amount of time analysts can spend on the experimental task.  More 

generally, experimentalists typically hold constant aspects of the institutional setting that they 

believe are potentially important but that are not part of the portion of the research question 

examined in that particular study. 

A third way to deal with extraneous variables is to measure them (typically during 

debriefing).  These measurements can be used as covariates or measured independent variables 

to account for their effects.  For example, HM identified prior research that indicated that 

analysts' forecast accuracy changes as they become more experienced.  Since a general 

experience effect was not part of their hypotheses, but might affect their dependent variable, HM 

measured experience by eliciting years spent as a financial analyst and used it as a covariate in 

their analysis.  Years of experience cannot have been influenced by HM's treatment effect, so 
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they use it as a covariate to reduce noise in their analyses without fear that it is actually capturing 

some element of the effect of the independent variable on the dependent variable (link 4). 

Similarly, Hirst, Koonce, and Miller (1999) use a pretest measure of forecasted earnings taken 

before the treatment was administered to reduce noise and increase power. 

Measurements of extraneous variables are also useful for testing competing explanations 

for experimental results.  For example, Hopkins (1996) tests whether subjects infer management 

signaling or differential tax treatment from the balance sheet classification of the hybrid security.  

Either of these inferences could explain an effect of classification on forecast error, but neither is  

included in Hopkins’ theory.  Hopkins provides evidence against these explanations by eliciting 

in debriefing subjects' inferences about the underlying transaction and demonstrating a lack of 

significant difference in inference between treatment conditions.  Such measures operate much 

like a manipulation check, but rather than providing evidence that the independent variable 

operationalizes the antecedent concept the experimenter intended, they provide evidence that the 

independent variable did not operationalize antecedent concepts other than those intended by the 

experimenter.  The assurance they provide is limited (in that they provide evidence by finding an 

insignificant difference), but it is assurance nonetheless. 

A fourth way to deal with extraneous variables is to manipulate them and test their 

effects.  For example, Bloomfield, Libby, and Nelson (2000b) present their subjects with a 

number of securities, and vary between subjects the order in which securities are presented.  

They test for order effects and find none, allowing them to discount order of presentation as a 

potential explanation for their results.  Even if they did not test for such effects, manipulating 

order in a balanced design would reduce the risk that results are specific to a particular order.  In 

general, manipulating factors unrelated to the hypotheses can be useful, but expensive in terms of 

use of subjects.   

Finally, experimentalists can deal with link-5 factors by ignoring them.  By "ignore" we 

really mean "abstract from," because those factors will not be included in the experimental 

environment.  Ignoring some extraneous variables is necessary because it is not practical to 
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mimic all elements of reality in an experiment; some abstraction is necessary for the experiment 

to be conducted in a timely manner.  To the extent that subjects make assumptions about 

information that is not included in the experimental environment, those assumptions are 

randomly distributed across treatment conditions, and do not affect interpretation of results, as 

long as the treatments do not differentially affect subjects’ assumptions about extraneous 

variables.   

It is important to note that these methods of accounting for extraneous variables are 

effective only when the experimental design manipulates the variables of primary interest to test 

effects of directional predictions.  For example, Tuttle, Coller, and Burton (1997) wish to 

examine how security prices are influenced by the order in which information is revealed to 

investors.  They provide investors with rich firm-specific information about market conditions 

and corporate events, rather than the abstract information used in many markets experiments. 

Because the authors cannot know exactly what knowledge investors bring to bear in interpreting 

this rich information, it could have a number of unknown effects on stock price, and might lead 

prices on average to be higher and lower than they should be.  However, rather than comparing 

prices to a point prediction of true value, they examine whether the order of information release 

causes a difference in prices.  This difference cannot be affected by extraneous variables created 

by the rich information (although they surely exist), because the total information is held 

constant across the settings being compared.   

As discussed by Bloomfield and Libby (1996), this type of "paired securities" design can 

generally be used to eliminate concerns about unanticipated effects of realism in experiments.  

Experiments that attempt to compare behavior to point predictions sacrifice this powerful form 

of experimental control.  Even apparently innocuous variables in an experimental setting (such as 

the color of a computer screen or the time of day at which data collection occurs) could cause 

deviations of behavior from a point prediction, but are unlikely to cause those deviations to vary 

across levels of the manipulated independent variables.  
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4.2. Increasing Experimental Efficiency (Without Compromising Effectiveness) 

Experimenters make many choices that affect the amount of resources consumed by their 

experiments.  This section discusses four such choices: whether to use professional subjects 

(which are difficult to obtain); whether to provide those subjects with monetary incentives 

(which are expensive); whether to use between-subjects designs (which use more subjects than 

within-subjects designs); and whether to place subjects in a laboratory market (which requires 

more subjects than would a study of individual judgments).  Choosing to consume more 

resources does not necessarily increase experimental effectiveness.  Rather, it increases 

effectiveness in some circumstances, reduces it in others, and has a small enough effect in others 

that it is not justified from a cost/benefit perspective.  We discuss each choice in turn.  

4.2.1. Subject Selection   

When should experiments use professional subjects?  Our advice is to match subjects to 

the goals of the experiment, but to avoid using more sophisticated subjects than is necessary to 

achieve those goals.   

Experiments that examine the effects of some attribute subjects have developed before 

entering the experiment must use subjects who possess the necessary attribute.   Many studies 

use experiments to “peer into the minds” of specific groups of experienced professionals to 

determine what they have learned about relevant concepts and events and how that learning 

affects decisions.  Hopkins (1996) examines how knowledge of the differential effects of debt 

and equity offerings determines how classification of debt-equity hybrids affects analysts' 

judgments.  Libby and Kinney (2000) seek to explore how auditors’ beliefs about managers and 

their own incentives determine the effect of old and new regulations.  In both of these cases, the 

experimenter is interested in how subjects’ use of some type of knowledge learned in the real 

world causes treatment effects, so they must use subjects with the requisite knowledge.  Thus, 

these studies use professionals as subjects.   

In some cases, the experimenter can train student subjects to possess an attribute (e.g., 

knowledge) that the experimenter is interested in examining.  This approach is cost-effective 
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given students’ greater availability than professional subjects, and is well suited for testing the 

effects of specific features of the learning environment and elements of the resulting knowledge 

(cf. Bonner and Walker 1994). However, this must be done with care since recently acquired 

knowledge is unlikely to be of the same depth and breadth, or integrated as well with subjects’ 

pre-existing knowledge. 

Student subjects are also entirely appropriate in studies that focus on general cognitive 

abilities, or responses to economic institutions or financial-market forces that are expected to be 

learned within the experimental setting.  Maines and Hand (1996) provide an example of the 

former; they examine the effects of general tendencies in the processing of time-series 

information on forecasting behavior.  Any of the reporting studies by King and Wallin (1991a, 

1991b, 1995) provide examples of the latter; those studies examine how subjects respond to the 

strategic forces in disclosure games.   

Other experiments focus on the judgments of general or novice investors, and so require 

subjects who possess only basic familiarity with accounting and investing. Student populations 

that have such basic familiarity are appropriate here as well.  MBA students and executive-

program participants are particularly useful, as they often have some accounting knowledge and 

investing experience.   Studies of this type employing student subjects include Bloomfield, 

Libby, and Nelson (1999, 2000a), Hirst, Koonce, and Miller (1999), Hirst, Koonce, and Simko 

(1995), Kennedy, Mitchell, and Sefcik (1998), Lipe (1998), Bloomfield and Libby (1996), 

Maines and McDaniel (2000), and Nelson, Krische, and Bloomfield (2000). 

In general, experimenters should avoid using professional subjects unless it is necessary 

to achieve their research goals.  In addition to increasing the experimenters’ own time and 

expense, inappropriate use of professional subjects has negative externalities—they may make it 

more difficult for other experimenters to gain access to this very valuable resource. 
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4.2.2. Monetary Incentives   

When is it appropriate to provide explicit monetary incentives in financial accounting 

experiments?  As in subject selection, the answer should be driven primarily by the goals of the 

experiment.  

First, as noted above, experiments that focus on incentives rely on participating 

professionals to bring their knowledge of and behavior learned in response to real world 

incentives to the experiment. Such experiments attempt to examine how professional practice has 

provided professionals with incentives that affect their behavior in particular ways.  For example, 

HM studied the effect of analysts’ incentives on their forecast accuracy, with those incentives 

determined by the analysts’ perceptions and understanding of the relationship that the analyst has 

with the firm whose performance is being forecasted. Providing performance-contingent 

incentives in this type of experiment would distort or interfere with the effects of the real world 

incentives, and is therefore inappropriate.  While the effects of professionals’ perceived 

incentives might be diminished in the experimental setting, their direction should not be altered, 

so their directional effects should not be altered. 

Experiments testing responses to economic theory (such as those described in section 3.4) 

need to provide performance-contingent incentives in order to induce subjects to possess the 

incentives assumed by the economic model (Smith 1976).  Without such incentives, a 

fundamental causal element of the model may not be present, and there is no reason to expect 

theoretical predictions to hold.  Performance-contingent incentives are almost always appropriate 

in laboratory market experiments that examine how individual biases can be mitigated by 

competitive forces.  For example, the “smart trader” hypothesis relies on an assumption that 

more accurate traders trade more actively because they will earn money by doing so.  

A researcher who has concluded that performance-contingent incentives are appropriate 

must then decide on how sensitive payments should be to variations in performance.  Our casual 

observations suggest that most experimental tests of economic theories pay subjects an average 

of $8 to $20 per hour, with payments ranging from a $5/hour to $100/hour (or sometimes more).  
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These numbers reflect tradition and resource limitations more than any reasoned theory.  These 

incentives are obviously much less than most agents in financial accounting target environments 

would expect.  However, we doubt behaviors would be substantially different with larger 

incentives.  Past experiments show little evidence that biases are eliminated by incentive 

compensation, just as financial rewards have not allowed athletes to run a 3-minute mile.  

Limitations on abilities, rather than a lack of reward, drive these results.  More generally, larger 

monetary incentives might reduce the size of biases, but are unlikely to alter their basic nature 

and direction. 14  Thus, larger incentives would probably not change the inferences drawn from 

directional hypothesis tests.   

4.2.3. Within- vs. Between-Subjects Designs.  

When should experiments use between-subjects designs, rather than within-subjects 

designs?  Within-subjects (or “repeated-measures” designs) where subjects provide more than 

one observation, generally enhance statistical power by allowing control of between-subjects 

differences (i.e., there is a “subject factor” in the analyses that accounts for subject-specific 

noise).  This approach has the added advantage of using fewer subjects. However, repeated 

measures designs can also affect results by making treatment effects more salient, which may 

signal to subjects that the experimenter wants them to respond to the manipulation (the familiar 

“demand effect” concern).  Also, repeated measures are vulnerable to carryover effects from the 

elicitation of one measure to the next.  Therefore, these designs are most effective when 

increased salience of manipulated variables is desirable from the standpoint of the experiment’s 

goals and/or when any carryover effect is desired or can be minimized via manipulation of the 

order in which measures occur.   

As noted earlier, Hirst, Koonce, and Miller (1999) use one type of repeated measures 

design, the pretest-posttest design.  Their subjects first forecast earnings and assess confidence in 

that forecast, given only company background information and the prior years’ financial data.  

                                                 
14 See Kachelmeier and Shehata (1992) for a study on how very large incentives influence responses to risk. 
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The subjects were then provided with the experimental treatments (management forecast and 

information about management forecast accuracy), and again forecasted earnings and assessed 

confidence.  This pretest/posttest design allows Hirst, Koonce, and Miller to increase power by 

using the pretest as a covariate in their analyses or by analyzing the change in forecasts caused 

by the treatment.  Since they want their subjects to attend carefully to the information contained 

in their treatments, and their analyses are based on comparisons between treatment conditions 

(which hold treatment salience constant), they are not concerned about drawing extra attention to 

the treatment. 

Within-subject treatments are particularly common in laboratory markets and games. For 

example, Bloomfield and Wilks (2000) create a setting in which each group of subjects 

participates in eight different treatments (every cell of a 2x2x2 design) over the course of two 

trading sessions.  Such repetition reduces noise in the data, which is often high in early 

repetitions because the environment is so complex.  Repetition also uses subjects’ time very 

efficiently, which reduces the already high cash cost of running such experiments.  However, 

repetition also requires Bloomfield and Wilks to balance the orders of the treatments, to ensure 

that treatment effects are not confounded with order effects. 

Tan, Libby, and Hunton (2000) also suggest the use of a combination of between- and 

within-subjects designs as a method of partitioning the effects of unintentional biases from 

intentional judgment policies. Following Kahneman and Tversky (1996), they suggest that the 

between-subjects design provides a clean test of the subject’s natural reasoning process, while 

the within-subjects design draws attention to the independent variable of interest and thus gives 

the subject a chance to detect and correct errors and inconsistencies in their responses. 

Comparison of results under the two approaches highlights how subjects address any conflict 

between what they do and what they know. Evidence of differences using between-subjects 

treatments, but not using within-subjects treatments, suggests that the between-subjects 

differences are unintentional.  On the other hand, evidence of differences using within-subjects 

treatments, but not using between-subjects treatments, suggests that subjects are aware of the 
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implications of the differences in the stimuli, but that, in their natural reasoning process, the 

stimuli were ignored or subjects’ related knowledge was not accessed and used. This method 

should be useful in other studies that attempt to distinguish between the effects of judgment 

heuristics versus knowledge. 

The choice of between- versus within-subjects designs affects analyses, since within-

subjects manipulation (i.e., repeated measures) yields observations that are not independent.  For 

example, Bloomfield and Wilks (2000) observe well over a thousand closing prices in their 

study.  However, since there are only eight distinct groups of subjects, their repeated-measures 

analyses effectively compute the average treatment effect (a signed difference) for each group, 

and then perform a t-test on the 8 differences.  This design is more powerful than it might seem, 

because each of the 8 numbers is the average of a large number of observations, and therefore 

has very little noise.   

As discussed in section 4.1.2, most laboratory markets conduct supplementary analyses 

that break a theory into parts using measured intervening variables.  For example, Bloomfield 

and Wilks (2000) examine how disclosure quality affects market price through its effects on 

market liquidity, which is measured.  It is more difficult to apply pure repeated-measures 

statistical techniques to such analyses.  However, experimenters should be aware that 

inappropriate statistical methods overstate sample size (and therefore understate p-values), and 

should be interpreted with caution.  More importantly, researchers must make every attempt to 

use repeated-measures analyses for their main hypothesis tests. 

4.2.4. Using Laboratory Financial Markets  

When is it necessary to place individuals in laboratory markets?  Critics of individual 

decision-making experiments often suggest that biases and suboptimal behavior would be driven 

away by market forces.  In our view, this criticism alone rarely justifies the cost of a market 

experiment.  As discussed in section 3.3, few experiments have shown that market forces 

eliminate biases; even when they mitigate a bias, they tend to affect its magnitude, but not its 
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sign (e.g., market prices are still too high, but not by as much).  Because only directional effects 

are easily generalized from experiments to target settings, using a financial market does not 

substantially alter an experiment’s effectiveness.  On the other hand, the market does 

dramatically increase the cost of the experiment. A group of 50 subjects will yield 50 judgments 

that are statistically independent of one another.  Forming those subjects into ten separate 5-

trader markets yields only ten judgments (market prices) that are statistically independent of one 

another.  As a result, the use of a market either reduces power or increases the costs of the study.   

Laboratory markets are most appropriate when examining particular forces within the 

market that might affect bias mitigation (such as the smart-trader hypothesis), or when 

examining dependent variables that are simply undefined at the individual level (such as trading 

volume or market liquidity).  Even in these cases, however, one can sometimes address 

experimental goals in individual decision-making tasks.  For example, Nelson, Krische, and 

Bloomfield (2000) use an individual decision-making task to examine how confidence in one’s 

own ability to “pick winners,” relative to confidence in large-sample anomalies (such as post-

earnings-announcement drift) can affect traders’ willingness to rely on a disciplined trading 

strategy.  They do not have traders transact with each other, but rather examine the number of 

shares that each trader offers to transact.  This approach allows researchers to examine the 

relation between judgment and trading behavior, but does not allow researchers to capture 

strategic interactions between market participants. 

Given that one chooses to conduct a financial market, there are many decisions that can 

reduce the cost of each observation.  One method used almost universally in laboratory financial 

markets and laboratory games (as in sections 3.3. and 3.4) is to have each group provide many 

observations (a repeated-measures design).   As noted in section 4.2.3, repeated-measures 

designs offer many advantages, but affect the statistical analyses that must be performed. 
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5. Conclusions  

This paper discusses how recent experimental research in financial accounting has 

responded to past criticisms, discusses how the recent literature has developed and how it can be 

extended, and provides our perspective on how future experiments can be designed to maximize 

both effectiveness and efficiency.  Our comments are driven by our belief that experiments—

whether based on psychological or economic theory—must exploit the primary advantages of the 

experimental method.  Those advantages include the ability to construct an environment in which 

a causal theory of phenomena can be tested with a maximum of internal validity.  

Experimental research is still only a small part of empirical financial accounting research.  

This raises the question of how financial accounting experiments should relate to the more 

dominant archival-empirical work. One of the most notable characteristics of the better studies 

that we have reviewed is their close tie to formal or informal empirical observation. These 

observations often provide part of the motivation for the experimental studies, and are relied 

upon to demonstrate the external validity of experimental results.   

Future research can relate even more closely to this literature by testing alternative 

potential explanations for archival findings when there are natural confounds, measurement 

problems, or where causality is unclear, by exp laining contradictory findings, and by examining 

conditions where large samples are unavailable.  Experiments can also point to directions for 

future archival-empirical studies by specifying either the limits to the generality of existing 

findings or other findings that should exist in further archival studies.    
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FIGURE 1 

Predictive Validity Framework 
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